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Tutorial goals

• Overview of issues (and possible solutions) to be 
considered when analyzing the performance of 
Web transactions

• Overview of scalable Web-server systems
– Focus on locally distributed solutions
– Focus on globally distributed solutions

• Overview of scheduling algorithms and 
performance comparison

• Identification of key design alternatives
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Tutorial outline
• Part 1

– Motivations
– Workload characterization

• Part 2
– A taxonomy of scalable Web-server systems
– A taxonomy of scheduling algorithms

• Part 3
– Locally distributed systems

• Part 4
– Globally distributed systems

• Part 5
– Case study
– (A look at) other solutions for scalable Web services
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What this tutorial does not cover

Other solutions to improve Web performance:

• Caching
– Proxy caching [largest literature on Web, e.g. Bar00]
– Web server caching, e.g. [Iye00a, Son00]

• Reverse proxy servers , e.g. [Luo98]

• Specialized Web servers and multimedia servers ,
e.g. [Lie98, Cho00]

• Client side solutions , e.g. [Mos97, Yos97, Kar98, 
Car99a, Vin00]



Sigmetrics 2000

Part 1
Motivations, Quality of Web Services, 

Web workload
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Outline (Part 1)

• Motivations
– Popular Web sites
– Quality of Web Service (QoWS)
– Web performance problems

• Workload characterization
– Web drivers
– Analysis of a Web transaction
– Results from literature

• Possible improvements
– Network
– Web-server system
– Web infrastructure
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Motivation 1: Popular Web sites
Yahoo, Netscape, Lycos, Pointcast, AltaVista, CNN, …    (>40 Million hits/day)

Event Period Peak day Peak minute

NCSA server (Oct. 1995) 2 Million
Olympic Summer Games 180 Million 8 Million 
(Aug. 1996)
Presidential US Election 9 Million 
(Nov. 1996) 

NASA Pathfinder 942 Million 40 Million
(July 1997) (14 days)

Olympic Winter Games 634.7 Million 57 Million 110,000
(Japan, 1998) (16 days)

FIFA World Cup 1,350 Million 73 Million 209,000
(France, 1998) (90 days)

Wimbledon 942 Million 125 Million 430,000
(July, 1999) (14 days)

Olympic Games 2000 ??? ??? ???

[Load measures in hits]
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Motivation 2: Web has new requirements

First generation
• An economic channel for 

not critical information

• 90 percent of information 
represented by text and 
some images [Arl97]

• Occasional maintenance 
and updating 

• Highly variable 
performance

• No guarantee on availability
• Security not important

Second generation
• An important channel for 

critical information

• Always larger percentage 
of dynamic content

• Direct or indirect (say, 
publicity)  costs

• Companies are evaluated 
even on the basis of their 
Web site

Quality of Service



M. Colajanni, P.S. Yu, V. Cardellini

9

Sigmetrics 2000

Quality of Service
• Quality of Network Service (QoNS)

• Quality of Web Service (QoWS)

How to measure
• Choose a service
• Choose a metrics (e.g., response time, throughput)
• Choose a maximum value X

• NO
– average among observed values for that service less than X

• YES
– all observed values less than X
– 90 or 95-percentile of observed values less than X
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Quality of Network Service
• Network quality

– guaranteed latency in large networks

• Service quality
– network availability

Service Level Agreement: An example
• Round-trip less than 85ms for connections intra-Europe and intra-North-

America

• Round-trip less than 120ms for connections between Europe and North-
America

• “… If we fail to meet the SLA guarantee in two consecutive months, we
will automatically credit one day of the monthly fee for the service which
has not been met …”
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Quality of Web Service (QoWS)

• Availability (System measure)

• Performance (Service measure - percentile metric)

• Security (System/service measure - binary metric)

• Accessibility (System/service measure - binary metric)

Service measures typically apply to a subset of Web services
provided by the Web system.

Binary metrics denote a “quality” that is guaranteed or not.
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Quality of Web Service (QoWS)

• Availability
– Service Level Agreement: Web system must be 

available for X% of times, e.g.,
$ X = 99% 7.2 hours/month downtime
$ X = 99.9% 43 minutes/month downtime
$ X = 99.999% 26 seconds/month downtime

• Performance
– Service Level Agreement: X% of (all or subset of) 

Web requests must have a response time less than 
Y seconds . Typical measures are 90- or 95-percentile, 
e.g.,
$ 95% of the requests must have a response time less than 4 

seconds
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QoNS vs. QoWS
• “Less than 5 percent of organizations set and measure

SLAs for distributed application availability and 
performance” (Gartner Group docs.) “Network carriers do”

• Network carriers control their backbones

• Web solutions can be applied only to some parts of the 
infrastructure that depend on the role of the company, e.g.,
– Web infrastructure component (e.g., cooperative proxy caching)
– Web site architecture
– No control on clients (but for Intranet)

• The Web is changing rapidly and standards are still 
evolving.

Some motivations
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Choices for QoWS

• Differentiated Web services
– Define classes of users/services
– Choose the number of priority levels
– Guarantee different QoWSes through priority scheduling 

disciplines, e.g. [Pan98, Vas00]
– Monitor for starvation

• Architecture design
– Find the architecture guaranteeing the Service Level 

Agreement on all Web services

Tutorial focus
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Definitions in this tutorial
• Session : series of consecutive page requests to the Web 

site from the same user

• Page request : a request that typically consists of multiple 
hits issued by the client

• Hit : a request for a single object issued by the client to the 
Web server

• Types of objects : class of file/service of a Web site
– static
– volatile
– dynamic
– secure
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Lookup phase: (1) - (2) - (3)
Request phase: (4) - (5)

Authoritative DNS server
for www.site.com

Client
browser

Local DNS server

144.55.62.18

Web server
144.55.62.18

www.site.com?

HTTP request

Web object

INTERNET
(1)

(2)

(3)

(4)

(5)

Analysis of a “simple” Web request
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Potential sources of problems

• DNS may cache an invalid IP address

• Time-out of DNS address request (especially if 
root servers are overloaded) 

• Web server may be overloaded or unreachable

• Internet links/routers may be overloaded

• Proxy server may fail or provide invalid objects
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Possible Web Improvements

• NETWORK solutions

• SYSTEM solutions

• INFRASTRUCTURE solutions
– Domain Name System
– Caching
– Server+Caching

Tutorial focus
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System solutions have three ways

Scale-up

Scale-out

Systems with
more memory
and CPU

Systems with multiple nodes

T
ut

or
ia

l f
oc

us

local

global
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Multiple nodes Web systems 

• Fast access
• Architecture transparency

• Scalability

• Robustness
• Availability

• Reliability

• Accessibility (ability to deal with heterogeneous 
client devices and content adaptation)

Desirable properties

Tutorial focus
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Web drivers: requirements

• Web publishing
+ performance

• Electronic commerce 
+ security

• Education and training
+ streaming audio and video

• Ubiquitous Web
+ accessibility

Tutorial focus

Tutorial focus
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HTTP static request

Client browser Internet Web server

HTTP request

HTTP response
Data from cache

Data from disk

CPU

Cache
Disk

Network

DNS lookup

TCP connection (rtt)
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HTTP dynamic request

Client browser Internet Web server

HTTP request

HTTP response

DNS lookup

TCP connection (rtt)

RPC

CPU

Disk

Network

Application 
server

(possible static request)
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HTTP secure request

Client browser Internet Web server

SHTTP secure request

SHTTP response

DNS lookup

TCP connection (rtt)

SSL handshake (up to 7 msg.)
(Certification Authority)

Server/client authentication
Session key generation
Data decryption
Data encryption

CPU

Disk

Network

(probable not secure request)
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Web performance is different
• Enormous variations

– geographical location
– day of the week
– hour of the day (understanding peak periods)

• Workload is heavy-tailed distributed
– Very large values are possible with non-negligible probability

• Dynamic nature of Web transactions
• Unpredictable nature of information retrieval and service 

request 
– It is difficult to size server capacity to support demand created by 

load spikes

• Traffic is bursty in several time scales
– The maximum throughput decreases as the burstiness factors 

increase
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Workload characterization

• Main components
– Client, server, network, protocol

$ Characterization at different levels

• Focus on
– arrivals

$ session, client/user times, protocol characteristics

– object characteristics
$ size, popularity, type  

– service characteristics
$ static, volatile, dynamic, and secure
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Workload: arrivals
• Session 

– Session length: heavy tailed distribution [Hub98]

– Session arrival: Poisson process [Wil98, Liu00]

– User request patterns [Pir99a, Pit99b]

• User/client times
– User think time: heavy tailed distribution [Cro97a, Bar98, Arl00, Mor00]

– Client parsing time [Bar98, Bar99b]

• HTTP protocol characteristics
– HTTP/1.0 vs. HTTP/1.1 [Hei97, Bar98, Bar99b, Kri99]

User think (OFF) timeON time

HTTP/1.1 pipelining

Parsing time

base object
E. object 1

E. object 2

E. object 3
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Workload: object characteristics
• Size

– Unique objects, transferred objects [Cro97a, Arl00]

– Heavy tailed distribution
$ Most transfers are small

• Popularity
– Reference frequency follows a Zipf-like behavior [Cro97a, Arl00, Jin00]

• Type
– Page composition [Arl00, Bar99a]

– Analysis at different granularity level:
$ coarse grain level: no distinction among object type [Arl97, Bar98]
$ medium grain level: base, embedded, single object [Bar99b]
$ fine grain level: HTML, image, audio, video, application, dynamic, … 

objects [Arl00, Mah00]

– Most transfers are still for HTML and image objects [Arl00]
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Workload: service characteristics

• Web publishing and
Electronic commerce

– static objects
$ small (say, few msec)

$ large (disk bound)

– volatile objects

– dynamic objects
(CPU and/or disk bound)

– secure transactions
(CPU bound)

Main Web system components

NetworkDiskCPU
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Some workload references

• Significant amount of research on different Web-
server environments [Arl97, Cro97a, Bar98, Arl00, 
Pit99a, Mah00]

• Some recent studies focused on characterization 
of heavily accessed and dynamic Web-server 
environments [Iye99, Arl00, Squ00]
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Part 2
Taxonomies and classifications
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Outline (Part 2)

• A taxonomy of scalable Web-server systems
– Mirrored systems
– Locally distributed systems
– Globally distributed systems

• A taxonomy of Web scheduling algorithms
– Static (information-less)
– Dynamic
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Requirements

Scalable Web-server systems are based on
multiple server platforms

– A scheduling mechanism to direct the client request 
to the “best” Web-server

– A scheduling algorithm to define the “best” Web-
server

– An executor to carry out the scheduling algorithm and 
the relative mechanism
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Web schedulin g mechanisms

Hostname resolution DNS / Other entity

- Local scheduling

- Global scheduling

HTTP redirection Web server

- Local scheduling

- Global scheduling

Packet redirection Web switch

- Local scheduling

Mechanism Executor
G

ranularity control
Low

High

Item

Session

Page request

Hit / Page request
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Web schedulin g algorithms

– Static (information-less)

– Dynamic
$ client info aware
$ server state aware
$ client info and server state aware

– Adaptive (not yet investigated)

Level of inform
ation dependency

Low

High
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A taxonomy of scalable Web-server systems

Distributed servers Distributed clustersMirror site

Local distribution Global distribution

Web cluster

One-level
scheduling
(DNS)

Two-levels
scheduling
(DNS+
servers)

Two-levels
scheduling
(DNS+
Web switch)

Three-levels
scheduling
(DNS+
Web switch+
servers)

One-level
scheduling
(Web switch)

Two-levels
scheduling
(Web switch+
servers)
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Part 3
Web clusters
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Outline (Part 3)

• Locally distributed Web systems (Web Clusters )
– Systems based on level 4 Web switch

$ Architectures
$ Scheduling algorithms

– Systems based on level 7 Web switch
$ Architectures
$ Scheduling algorithms

– Performance metrics
– Performance comparison of some scheduling algorithms

$ System model
$ Simulation results
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Web cluster model

LAN

Authoritative DNS server
for www.site.com

Client 
browser

HTTP request

Local DNS server
www.site.com?

144.55.62.18

Web switch 
144.55.62.18

( VIP )

Web server 1

Web server 2

Web server 3

Web server 4

Web server 5

The response line does not appear because there are several alternatives.

INTERNET
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Locally Distributed Web Systems
Web cluster

One-level
scheduling

Two-levels
scheduling

Centralized Level 1
Level 2 Centralized

Web switch
(Level 4)

Authoritative DNS Other entity Web switch
(Level 7)

Two-ways One-way

TCP gateway TCP handoffTCP splicing

Two-ways One-way

TCP conn. hopPacket 
rewriting

Packet 
forwarding
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Web clusters:  Two-levels schedulin g

• Tightly coupled architecture at a single location

• Addressing of the Web cluster
– One URL

– One virtual IP address (VIP) 

– Private Web server addresses (at different protocol levels) 

• Web switch : network component that acts as a dispatcher

– Mapping from VIP to actual server address

– Hit/Page request distribution through
$ special-purpose hardware device plugged into the network

$ software module running on a common OS

– Fine grain control on request assignment (VIP inbound packets 
routed by the Web switch)
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Web cluster alternatives

• Main features of Web clusters
– Fine grain control on request assignment
– High availability
– Scalability limited by Internet access bandwidth 

• Alternative architectures
– Level 4 Web switch (Content information blind)

$ IP source and destination address, TCP port numbers, SYN/FIN 
bit in TCP header

– Level 7 Web switch (Content information aware)
$ URL content, cookie, SSL id
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Web cluster: Level 4
Web cluster

One-level
scheduling

Two-levels
scheduling

Centralized Level 1
Level 2 Centralized

Web switch
(Level 4)

Authoritative DNS Other entity Web switch
(Level 7)

Two-ways One-way

TCP gateway TCP handoffTCP splicing

Two-ways One-way

TCP conn. hopPacket 
rewriting

Packet 
forwarding
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Level 4 Web switch

• Level 4 Web switch works at TCP/IP level

• TCP session management (mapping on a per-
session basis)
– Packets pertaining to the same connection must be 

assigned to the same server machine

– Binding table maintained by the Web switch to 
associate each active session with the assigned server
$ The Web switch examines the header of each incoming packet

→ new connection (SYN bit ) new server assignment

→ existing connection lookup in the binding table

$ Each connection requires about 32 bytes of information in the 
binding table

Level 4
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Web cluster architectures

Classification based on
1) mechanism used by the Web switch to redirect 

inbound packets to the server

2) packet way between client and server (the difference 
is the way back server-to-client )

$ Two-ways architectures
→inbound and outbound packets rewritten by the Web switch

$ One-way architectures
→inbound packets rewritten by the Web switch

→inbound packet forwarded by the Web switch

Level 4
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Two-ways architecture

LAN

Authoritative DNS server
for www.site.com

Client 
browser

HTTP request

Web object

Local DNS server
www.site.com?

144.55.62.18

Web server 1

Web server 2

Web server 3

Web server 4

Web server 5

Level 4

INTERNET Web switch 
144.55.62.18

( VIP )
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Two-ways architectures

• Packet rewriting is based on the IP Network 
Address Translation (NAT) approach [Ege94]
– Each server has its own private IP address

– Outbound packets must pass back through the Web 
switch

– The Web switch dynamically modifies both inbound 
and outbound IP packets
$ IP destination address in inbound packet (VIP → IP server)
$ IP source address in outbound packet (IP server → VIP)
$ IP and TCP checksum recalculation

Level 4
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INTERNET

One-way architecture
• Packet rewriting

• Packet forwarding

LAN

Authoritative DNS server
for www.site.com

Client 
browser

HTTP request

Web object

Local DNS server
www.site.com?

144.55.62.18

Web server 1

Web server 2

Web server 3

Web server 4

Web server 5

Level 4

Web switch 
144.55.62.18

( VIP )
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One-way packet rewritin g

• Each server has its own unique IP address

• The Web switch modifies only inbound IP packets
– IP destination address in inbound packet (VIP → IP server)
– IP and TCP checksum recalculation

• The server modifies outbound IP packets
– IP source address in outbound packet (IP server → VIP)
– IP and TCP checksum recalculation
– Modification of the server kernel (TCP/IP stack)

• Outbound packets do not need to pass back through the 
Web switch
– A separate high-bandwidth connection can be used for outbound 

packets

Level 4
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One-way packet forwardin g

• VIP defined on the loopback interface of clustered servers 
(IP aliasing)
– ifconfig Unix command

• No modification in inbound and outbound IP packets
– Packet forwarding is done at MAC level (re-addressing of MAC 

frame containing the packet)

• Outbound packets do not need to pass back through the 
Web switch

PRO: A separate high-bandwidth connection can be used 
for outbound packets

CON: Web switch and servers must be on the same subnet

Level 4
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Web switch al gorithms

Level 4 algorithms

Information less Client info aware

Active conn. CPU/disk utiliz.

Server state aware

Response timeIP address TCP port

Level 4

RR

Weighted Round Robin Least loaded

Random

Client partition



M. Colajanni, P.S. Yu, V. Cardellini

52

Sigmetrics 2000

Static al gorithms

• Random
– no information regarding the cluster state
– no history about previous assignments

• Round Robin (RR)
– no information regarding the cluster state
– history regarding only the previous assignment

Level 4
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Client info aware al gorithms

• Client partition
– Request assignment based on client information in 

inbound packets
$ Client IP address

$ Client port

– Simple method to implement QoWS disciplines for 
individuals or group of clients 

Level 4
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Server state aware al gorithms
• Request assignment based on server load info

– Least loaded server (LLS )
– Weighted Round-Robin (WRR)

$ it allows configuration of weights as a function of server load [Hun98]

• Possible metrics to evaluate server load

– Input metrics : information get by the Web switch without server 
cooperation, e.g.,
$ Active connections

– Server metrics : information get by the Web servers and transmitted 
to the Web switch, e.g.,
$ CPU/Disk utilization, response time

– Forward metrics : information get directly by the Web switch, e.g.,
$ emulation of requests to Web servers

Level 4
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Web cluster proposals
Two-ways One-way

Packet rewriting Packet rewriting Packet forwarding

• Cisco’s LocalDirector [CisLD]

• Magicrouter [And96] 

• Foundry Networks’
ServerIron [Fou]

• Alteon WebSystems [Alt]

• LSNAT [Sri98]

• Linux Virtual Server [Lin]

• F5 Networks BIG/ip [F5]

• HydraWeb Techs [Hyd]

• Coyote Point Systems’
Equalizer [Coy]

• Radware’s WSD [Rad]

• IBM TCP router [Dia96] • IBM Network Dispatcher
[Hun98, IBMND]

• ONE-IP [Dam97]

• LSMAC [Gan00]

• Foundry Networks’ 
ServerIron SwitchBack
[Fou]

Level 4
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Web cluster: Level 7
Web cluster

One-level
scheduling

Two-levels
scheduling

Centralized Level 1
Level 2 Centralized

Web switch
(Level 4)

Authoritative DNS Other entity Web switch
(Level 7)

Two-ways One-way

TCP gateway TCP handoffTCP splicing

Two-ways One-way

TCP conn. hopPacket 
rewriting

Packet 
forwarding
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Level 7 Web switch

• Level 7 Web switch works at application level

• Web switch must establish a connection with the 
client, and inspects the HTTP request content to 
decide about dispatching
– The switch parses HTTP header (URL, cookie)
– The switch manages inbound packets (ACK packets)

• Main features of content-based routing
– allows content/type segregation on specialized servers
– supports persistent connections
– allows HTTP/1.1 requests to be assigned to 

different Web servers [Aro99]

Level 7
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Web cluster architectures

Classification based on
1) mechanism used by the Web switch to redirect 

inbound packets to the server

2) packet way between client and server (the difference 
is the way back server-to-client )

$ Two-ways architectures
→ TCP gateway

→ TCP splicing

$ One-way architectures
→ TCP handoff

→ TCP connection hop

Level 7
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INTERNET

Level-7 Web switch: ArchitecturesTwo-ways architecture

• TCP gateway
• TCP splicing

LAN

Authoritative DNS server
for www.site.com

Client 
browser

HTTP request

Web object

Local DNS server
www.site.com?

144.55.62.18

Web server 1

Web server 2

Web server 3

Web server 4

Web server 5

HTTP request 
parsing

Level 7

Web switch 
144.55.62.18

( VIP )
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Two-ways architectures

Outbound traffic must pass back through the switch

• TCP gateway
– Application level proxy interposed between client and 

server to mediate their communications
$ Data forwarding at the switch at application level

– It adds significant overhead 
$ Two TCP connections per HTTP request
$ Way up and down through the protocol stack to application level

• TCP splicing [Coh99]
– Optimization of TCP gateway

$ Data forwarding at the switch at network level
$ It requires modifications to the switch kernel

Level 7
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INTERNET

Level-7 Web switch: ArchitecturesOne-way architecture

• TCP handoff
• TCP connection hop

LAN

Authoritative DNS server
for www.site.com

Client 
browser

HTTP request

Web object

Local DNS server
www.site.com?

144.55.62.18

Web server 1

Web server 2

Web server 3

Web server 4

Web server 5

HTTP request 
parsing

Level 7

Web switch 
144.55.62.18

( VIP )
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One-way architectures

Outbound traffic does not pass through the switch

• TCP handoff [Aro99, Pai98]

– Handoff of the TCP connection established by the client 
with the switch to the Web server

– It requires modifications to the switch and servers kernel

• TCP connection hop [ResCD]

– Executed at the network layer between the network 
interface card (NIC) driver and the server’s native 
TCP/IP stack

Level 7
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Web switch al gorithms

Level 7 algorithms

Client info and server state aware

Content partition LARDSession Id.

Client info aware

Cookie URLSSL id

MultiClass-RR

Level 7

Active connectionsURL
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Client info aware al gorithms

• Session identifiers
– HTTP requests with same SSL id or same cookie assigned to the 

same server
$ Goal: avoid multiple client identifications for the same session

• Content partition
– Content partitioned among servers according to file type (HTML, 

image, dynamic content, audio, video, …)
$ Goal: use specialized servers for different contents

– Content partitioned among servers according to file size 
(Thresholds may be chosen dynamically.) [Har99]
$ Goal: augment load balancing

– File space partitioned among the servers through a hash function
$ Goal: improve cache hit rate in Web servers

Level 7
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Client info aware al gorithms

• Multi-Class Round-Robin (MC-RR) [Cas00]
– Resource classification according to the impact of 

HTTP requests on main Web server components, e.g.,

$ Low impact (small-medium static files)
$ Network bound (large file download)
$ Disk bound (database queries)
$ CPU bound (“secure” requests)

– Cyclic assignment of each class of requests to Web 
servers

– Goal: augment load sharing of component bound

requests among Web servers

Level 7
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Client and server state aware al gorithm

Locality-Aware Request Distribution (LARD) [Pai98]
• First request for a given target assigned to the least loaded 

server (metrics: number of active connections)
• Subsequent requests for the same target assigned to the 

previously selected server
• Goal: improve locality (cache hit rate) in server cache

CA BA A C A A C B

A A AA A

Level 7
Web switch

BC B CC

Web 
server

A

Web 
server
B C

Level 7
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Web cluster proposals

• IBM Network
Dispatcher  
CBR [IBMND]

• Resonate’s
Central Dispatcher
[ResCD]

• LARD [Pai98]

• [Aro99]

TCP gateway TCP splicing TCP handoff TCP conn. hop

One-wayTwo-ways

• [Coh99]

• Alteon Web   
Systems [Alt]

• ArrowPoint [Arr]

• Foundry Nets’
ServerIron [Fou]

Level 7
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Web cluster architectures: summary
Web switch Level 4

• Fast switching operations

• Control on hit requests for 
HTTP/1.0

• Control on page requests 
for HTTP/1.1 (if request for 
embedded objects are in a 
single TCP segment) 

• Client info: only at TCP/IP
level 

Web switch Level 7

• Slower switching 
operations

• Control on hit requests for 
HTTP/1.0

• Control on hit/page 
requests for HTTP/1.1

• Client info: TCP/IP 
information and HTTP 
header content
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An example of performance comparison 

• Web switch Level 7

• System model

• Scheduling algorithms
– RR
– WRR
– MC-RR

• Metrics
– Performance metrics
– Load balancing metrics
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System model

CPU 1

DISK 1

CACHE 1

CPU N

DISK N

CACHE N

CPU 2

DISK 2

CACHE 2

Clients

Router

Router

Web switch

LAN

Access network

LAN

Web Cluster

State information
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Performance metrics
• Response time : - time to complete page or hit request

(latency) - time to get the first response packet
$ client side (considering Internet delays)
$ Web system side

• Throughput: - quantities processed per unit time
$ number of hits completed per unit time (say, second)
$ number of files served per second
$ number of (K)bytes served per second

• Connections : - number of connections per second
(also number of refused connections)

• Utilization
$ system
$ components (CPU, disk, memory, network)
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Load balancin g metrics

• Load Balance Metric (LBM)
– weighted average of the instantaneous peak-to-mean

ratios [Bun99]
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Load balancin g metrics (cont’d)

• Unbalance Factor
– Percentage variation of the LBM value with respect to 

the optimal LBM value  

– Motivation: measure independent of the number of 
servers 
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UF
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Simulation experiments

• Simulation package: CSIM18

• Independent Replication Method
– confidence level 95%
– accuracy: within 5% of the mean

• Cases studied
– Static vs. dynamic algorithms
– Parameter setting (for dynamic algorithms)

– Open model: arrivals in clients per second (cps )
– Workload: Medium-light and heavy scenarios
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Choice of parameters 

Category Type Parameter

Web cluster Number of servers 2-32 (10)
Disk transfer rate 20 MBps
Intra-cluster bandwidth 100 Mbps

Client Arrival rate 100-5600 (700) clients per
second (cps )

User think time Pareto (α=1.4, k=2)
Page requests per session Inverse Gaussian (µ=3.86,

λ=9.46)
Objects per page Pareto (α=1.1-1.5, k=1)
Inter-arrival time of hits Weibull (α=7.640, σ=1.705)
Hit size request   (body) Lognormal (µ=7.640, σ=1.705)
                            (tail) Pareto (µ=7.640, σ=1.705)



M. Colajanni, P.S. Yu, V. Cardellini

76

Sigmetrics 2000

Results: information less vs. WRR
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Results: difficulty of parameter setting
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Results: information less vs. dynamic
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Web switch al gorithms: summary
• Web switch controls 100% of traffic to the Web site

• To prevent bottlenecks, it does not requires (and it cannot use) too much 
complex scheduling algorithms

• Static algorithms achieve performance comparable to dynamic 
algorithms when all service times of Web transactions are in a range of 
two orders of magnitude

• Over the two order threshold, it is useful to use dynamic algorithms 
(client info or server state aware)

• As it is difficult to choose the best parameters for many server state 
aware disciplines, often client info aware algorithms are preferable

• Their drawback is the higher overhead of Level 7 Web switch operations
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Part 4
Distributed Web systems
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Outline (Part 4)

• Globally distributed Web systems
– Architectures
– Scheduling algorithms (DNS and Web server )
– Models

$ Network
$ System

– Performance metrics
– Results

• Web infrastructures
– Global content distribution
– Cooperative caching
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Globally Distributed Web Systems

Distributed Web Servers Distributed Web ClustersMirror sites

One-level
scheduling

Two-levels
scheduling

Two-levels
scheduling

Three-levels
scheduling

Centralized Level 1
Level 2

Distributed

Web servers

Level 1
Level 2

Centralized

Web switch

Level 1
Level 2

Level 3

Authoritative DNS Other entity
Distributed

Web servers
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Mirror site

Scheduling left to users

• Information that is geographically replicated on 
multiple Web sites

• Web site addresses

– Multiple hostnames  (e.g., “www.site1.com”, 
“www.site2.com”, …, “www.siteN.com”)

– One IP address for each site
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An example of mirror site

Location of JPL

Mirror Sites

0DUV�3RODU /DQGHU 0LVVLRQ

Public Sector Mirror Sites

Location Site Address Load Capacity

SDSC - USA http://mars.sdsc.edu Bandwidth

Internet2 - USA http://mars.dsi.internet2.edu Bandwidth

NCSA - USA http://www.ncsa.uiuc.edu/mars Bandwidth

Mars Society - USA http://missions.marssociety.org/mplBandwidth

KSC - USA http://www.ksc.nasa.gov/mars Bandwidth

HIGP - USA http://mars.pgd.hawaii.edu Bandwidth
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Mirror site

PRO

• Simple architecture

CONS

• Visibly replicated architecture

• It is very hard to maintain information consistency 
of Web sites

• No way of controlling load distribution
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Globally Distributed Web Systems

Distributed Web Servers Distributed Web ClustersMirror sites

One-level
scheduling

Two-levels
scheduling

Two-levels
scheduling

Three-levels
scheduling

Centralized Level 1
Level 2

Distributed

Web servers

Level 1
Level 2

Centralized

Web switch

Level 1
Level 2

Level 3

Authoritative DNS Other entity
Distributed

Web servers
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Distributed Web Servers

First level scheduling

The enhanced authoritative 
DNS of the Web site or 
another entity selects the
“best” Web server

• Web site realized on an architecture of 
geographically distributed Web servers

• Web site addresses
– One hostname  (e.g., “www.site.com”)
– One IP address for each Web server

Second level scheduling

Each Web server may 
redirect the received page 
request to another server 
through the HTTP method
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Distributed Web servers: one-level schedulin g

Local DNS

Enhanced authoritative
DNS for www.site.com

www.site.com

(120.88.41.54,TTL)

Web Server 2
120.88.41.54

Web Server 3
86.104.34.28

Web Server 4
26.38.98.10

Web Server 1
104.32.11.102

HTTP request

Web object

Local DNS

Local DNS

Other entity
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DNS schedulin g

• The distributed Web server (one-level ) architectures 
implements global scheduling by intervening in the lookup 
phase of the address request:
– a client asks for the IP address of a Web server corresponding to 

the hostname in the URL
– if the hostname is valid, it receives the couple

(IP address, TimeToLive)

• The enhanced authoritative DNS of the Web site (or 
another entity that replaces or integrates the authoritative 
DNS) can use various scheduling policies to select the 
“best” Web server.
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DNS schedulin g algorithms*

DNS scheduling

Information less Client info aware

Least loaded

Server state aware

Proximity

Internet domainRRRandom

Multi-tier RR

* Classification and more details in [Col98b, Car99a]

Client and server state aware

Adaptive TTL

Internet domain Server load

Least residual load
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Issues of global schedulin g

Typical issues

• Load spikes in some hours/days

Additional issues
• Traffic depending on time zones [Hab98, Squ00]

• Client distribution among Internet zones

• Proximity between client and Web server

• (For DNS) Caching of [hostname-IP] at intermediate 
DNSes for TTL interval
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Internet proximity

• Internet proximity is an interesting open issue
Client-server geographic proximity does not mean Internet 
proximity (round trip latency )

– Static information
$ client IP address to determine Internet zone (geographical 

distance)

$ hop count (“stable” more than “static” information [Pax97a])
→network hops (e.g., traceroute ) 

→Autonomous System hops (routing table queries)

It does not guarantee selection of the best connected Web 

server, e.g., “links are not created equal”
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Internet proximity (cont’d)

– Dynamic evaluation of proximity
$ round trip time (e.g., ping , tcping [Dyk00])

$ available link bandwidth (e.g., cprobe [Car97])

$ latency time of HTTP requests (request emulation)

Additional time and traffic costs for evaluation

A related open issue
Correlation between hop count and round trip time?

– “Old” measures: close to zero [Cro95]
– “Recent” measures: strong [McM99], reasonably strong [Obr99]
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Actions on TTL

• Constant TTL
– Set TTL=0 to augment DNS control [CisDD, Sch95, 

Bec98]
– Drawbacks

$ Not cooperative DNSes
$ Browser caches
$ Risk of overloading authoritative DNS

• Adaptive TTL
– Tailor TTL value adaptively for each address request by 

taking into account the popularity of client Internet 
domain and Web server loads [Col98a]
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DNS schedulin g: summary

• Because of hostname-IP caching, the DNS of highly 
popular Web sites controls only 5-7% of traffic reaching 
the servers of the site (IBM source data)

• Reducing TTL has some limits:
– TTL does not work on browser caches

– non cooperative name servers ignore very small TTL values

• Unlike Web switch (controlling 100% traffic), the DNS 
should use sophisticated algorithms (e.g., adaptive TTL)

• Nevertheless, we did not find any DNS scheduling 
algorithms ( does it exist? ) that is able to balance the 
load for any workload scenario
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Addressin g DNS schedulin g issues

• Replacing DNS scheduling with another entity 
scheduling
– HTTP redirection [Gar95, CiscoDD]

• Integrating DNS scheduling with Web server 
scheduling
– HTTP redirection

– IP tunneling [Bes98, Lin]

• Replacing Web servers with Web clusters
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Distributed Web servers: two-levels schedulin g

Local DNS

Authoritative DNS
for www.site.com

www.site.com

(120.88.41.54,TTL)

Web Server 2
120.88.41.54

Web Server 3
86.104.34.28

Web Server 4
26.38.98.10

Web Server 1
104.32.11.102

Go To 86.104.34.28

Web object

First “HTTP request”

Second “HTTP request”
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HTTP redirection
• The redirection mechanism is part of the HTTP protocol and 

is supported by current browser and server software.
• DNS and Web switch use centralized scheduling disciplines
• Redirection is a distributed scheduling policy, in which all 

Web server nodes can participate in (re-)assigning requests
• Redirection is completely transparent to the user (not to the 

client! )

• “New location”
– Redirection to an IP address (better performance )
– Redirection to an hostname

message header
HTTP OK status code
302 - “Moved temporarily” to a new location
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Redirection policies
• Trigger mechanism

– Centralized: DNS or other entity
– Distributed: any Web server (typically when highly loaded)

• Selection policy (page requests to be redirected)
– all page requests (All )
– all page requests larger than a threshold (Size)
– all page requests with many embedded objects (Num )

• Location policy (Web server to which redirecting requests)
– Round Robin (RR)
– Hash function
– Least loaded server (Load )
– Client-to-server proximity (Prox )
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HTTP redirection: pros and cons
PROS
• HTTP redirection is fully compatible with Web client and 

server because it is implemented at the application level

• Its distributed implementation satisfies dependability 
requirement because it does not introduce a single point of 
failure in the system

CONS
• It limits redirection to HTTP requests only

• It may increase response time and network traffic, as each 
redirected request requires two HTTP connections
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Distributed Web servers proposals

One-level scheduling Two-levels scheduling

Authoritative DNS / other entity DNS+server redirection

• NCSA server* [Kwa95]

• CISCO DistributedDirector 
[CisDD] 

• lbnamed* [Sch95]

• [Col98a, Col98b, Car99c]*

• EDDIE [Edd]

• I2-DSI [Bec98]

• SunSCALR* [Sin98]

• SWEB* [And97]

• [Car99b]*

• [Mou97]

*Originally proposed for locally distributed Web servers
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Globally Distributed Web Systems

Distributed Web Servers Distributed Web ClustersMirror sites

One-level
scheduling

Two-levels
scheduling

Two-levels
scheduling

Three-levels
scheduling

Centralized Level 1
Level 2

Distributed

Web servers

Level 1
Level 2

Centralized

Web switch

Level 1
Level 2

Level 3

Authoritative DNS Other entity
Distributed

Web servers
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Distributed Web Clusters

Second level scheduling

Web switch of the Web 
cluster selects one server

• Web site realized on an architecture of 
geographically distributed Web clusters

• Web site addresses
– One hostname  (e.g., “www.site.com”)
– One IP address for each Web cluster

Third level scheduling

Each Web server may 
redirect the received request
to another  server (say, 
through the HTTP mechanism)

First level scheduling
Authoritative DNS or other entity during the lookup phase
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Distributed Web clusters: two-levels scheduling

Local DNS

Authoritative DNS
for www.site.com

www.site.com

(120.88.41.54,TTL)

Web switch 2
120.88.41.54

Web switch 3
86.104.34.28

Web switch 4
26.38.98.10

Web switch 1
104.32.11.102

HTTP request
Web object
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Distributed Web clusters: three-levels scheduling

Local DNS

Authoritative DNS
for www.site.com

www.site.com

(120.88.41.54,TTL)

Web switch 2
120.88.41.54

Web switch 3
86.104.34.28

Web switch 4
26.38.98.10

Web switch 1
104.32.11.102

First “HTTP request”
Go To 86.104.34.28 Second “HTTP request”

Web object
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Three schedulin g levels

• Level 1: DNS
– Round robin

– proximity

• Level 2: Web switch

– static

– client info and/or server state aware

• Level 3: HTTP redirection , carried out by

– Web switches (only for Level 7)

– Web servers
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Distributed Web cluster proposals

Two-levels scheduling Three-levels scheduling

DNS+Web switch DNS+Web switch+servers

• Alteon WebSystems’ GSLB [Alt]

• CISCO’s DistributedDirector [CisDD]

• Resonate’s Global Dispatcher [ResGD]

• F5 Networks’ 3DNS [F5]

• HydraWeb Techs.’ HydraHydra [Hyd]

• Radware’s WSD-NP, WSD-DS

• Coyote Point Systems’ Envoy [Coy]

• IBM Network Dispatcher ISS
[IBMND, Iye00b]

• Foundry Networks’ GSLB 
ServerIron [Fou]

• Radware WSD-NP [Rad]

• Hermes [Car00b]

• RND Networks’ WSD-DS [Rnd] 

• Arrowpoint Comm.’s Content 
Smart Redirect [Arr]

• Radware WSD-DS [Rad]
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Distributed Web architectures: summary
Distributed Web servers (one-level scheduling)
• Easy to implement
• DNS scheduling

– valid for all Web services
– very limited control on load reaching the Web site

• HTTP redirection
– valid only for HTTP services
– partial control on load reaching the Web site

Distributed Web cluster (two-levels scheduling)
• High control on load reaching the Web cluster
• Slow reaction to an overloaded Web cluster

Distributed Web cluster (three-levels scheduling)
• Immediate actions to shift the load away from an overloaded Web cluster
• Redirection valid only for HTTP services
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An example of performance comparison 
• Two-levels vs. Three-levels scheduling 

• System model

• Scheduling algorithms
– Level 1

$ proximity

– Level 2
$ WRR

– Level 3
$ Selection policy (page requests): All, Size, Num
$ Location policy (servers): RR, load, proximity

• Metrics
– Response time
– Redirection percentage (for three-levels scheduling)
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System model

Web switchK

Web serverK,1

Web serverK,2

Web serverK,mWeb cluster K

Web cluster 1

RegA clients

RegH clients

Web switch1

Web server1,1

Web server1,2

Web server1,nWeb cluster 1

Internet

Tnet(Regdep(t), Regdest(t), |msg|)

State information

dep, dest ∈ {A, …, H}
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Choice of parameters
Category Type Parameters

Web site Web clusters 4
Web servers per cluster 4-8
Disk transfer rate 20 MBps
Intra-cluster bandwidth 100 Mbps

Client Distribution among zones Zipf (α=0.2)
Arrival rate 700 clients per second (cps )
User think time Pareto (α=1.4, k=1)
Page requests per session Inverse Gaussian (µ=3.86, λ=9.46)
Embedded objects per page Pareto (α=1.245, k=2)
Inter-arrival time of hits Weibull (α=7.640, σ=1.705)
Object size       (body) Lognormal (µ=7.640, σ=1.001)
                         (tail) Pareto (α=1, k=10240)

Zones Time zones 4
Hours 24
Day Week
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Results
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Results (cont’d)

Selection of redirected requests
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Case study
• Context

– e-banking transactions
$ normal requests
$ secure requests

• Goals
– Investigate requirements for scale-up , local scale-out , global 

scale-out of Web architectures

• Assumptions
– We consider some of the best architectures/algorithms seen before
– The company has enough money to add more servers to the 

system when needed

• QoWS metrics
– 90 percentile of response time for normal and secure requests 

must be less than 1 second
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A simple e-bankin g architecture model
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Classes of requests

• Normal requests

• Secure requests
– CPU bound operations (by Front-end servers )

$ cipher and decipher operations on information
→ hashing algorithms (e.g., MD5) for digital signature
→ public key cipher algorithms (e.g., RSA) during handshaking   

phase of SSL protocol 

– Disk bound operations (by Back-end servers )
$ database operations for commercial transactions

→ new orders (light disk load)

→ payments (mid disk load)

→ stock-level (high disk load)
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State dia gram of user session

A=normal requests
B=begin secure session

C=DB secure requests (light)
D=DB secure requests (med)
E=DB secure requests (heavy)
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e-bankin g workload

• PA normal requests

• PB secure requests that use SSL connections

• Service time for a secure request consists of
– Service time for normal request
– SSL overhead (cryptography + protocol)
– DBMS request time 

$ light disk load (QC=0.85, E[TC ]=80msec)
$ mid disk load (QD=0.10, E[TD]=200msec) 
$ high disk load (QE=0.05, E[TE]=500msec)
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Results: scale-up
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Results: scale-up
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Scalable Web systems: What’s more ...

• For Web cluster solutions
– Architectures with multiple Web switches, e.g.,

$ IBM Network Dispatcher for Olympics Web site [Iye00b]
$ CISCO MultiNode Load Balancing [CisMN]

– Multi-tier architectures

• For distributed Web system solutions
– Virtual servers (reverse proxies)
– Intelligent mirroring

$ Akamai [Aka]
$ Mirror Image [Mir]
$ Adero [Ade]
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Web cluster with multiple switches
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QoWS            QoNS (still a lon g way…)

• Workload characterization (not only for Web 
publishing sites)

• Real time and pro-active monitoring tools 

• Solutions for secure, reliable, fast Web services
– at Web server level
– at Web application server level

• Solutions for universal access to Web information 
and services
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