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Abstract

We present a brokering service for the adaptive managenfi@unaposite services. The goal of this broker is
to dynamically adapt at runtime the composite service carditipn, to fulfill the Service Level Agreements (SLAS)
negotiated with different classes of requestors, despiti@tions of the operating environment. Differently frorosh
of the current approaches, where the performance guasaateecharacterized only in terms of bounds on average
QoS metrics, we consider SLAs that also specify upper boandbke percentile of the service response time, which
are expected to better capture user perceived QoS. The\adepinposite service management is based on a service
selection scheme that minimizes the service broker codéwharanteeing the negotiated QoS to the different service
classes. The optimal service selection is determined byyeafaa linear program that can be efficiently solved. As a
result, the proposed approach is scalable and lends itsaif efficient implementation.

*This Technical Report has been issued as a Research Repearifipdissemination of its contents. No part of its text aoy illustration can
be reproduced without written permission of the Authors.



1 Introduction

The Service Oriented Architecture (SOA) paradigm encoesélge construction of new applications through the com-
position of loosely coupled network-accessible servidesed by independent providers. One of the underlyingsdea
is that different providers may offer different implemeitas of the same functionality, differentiated by theiatjty

of service (QoS) and cost attributes, thus allowing a prethpeuser to choose the services that best suit his/hesneed
To state the respective expectations and obligations coimgethe delivered QoS and cost, users and providers of
services engage in a negotiation process that culminatee itefinition of éService Level Agreemef{8LA) contract.

Given a SOA system consisting of a composition of servidesfulfillment of the QoS requirements stated in its
SLA is a challenging task that requires the system to takeptexrdecisions within short time periods, because of
the intrinsically dynamic and unpredictable nature of tdperational environment. A promising way to manage
effectively this task is to make the system able to self-cumé at runtime in response to changes in its operational
environment. In this way, the system can timely react toremhent changes (concerning for example the available
resources or the type and amount of user requests), to keegbility of fulfilling at runtime the QoS requirements
stated in a SLA, thus avoiding SLA violations that could @loss of income and reputation.

Several methodologies have been already proposed to theveetf-configuration of QoS-aware SOA systems.
Most of them é.g, [1, 2, 3, 14, 15]) address this issue aseavice selectioproblem: given the set of functionalities
(abstract servicgsneeded to compose a new added value service, the goal ierttifjdat runtime a set ofoncrete
services(one for each abstract service) that implement them, setpittfrom a pool of candidates. Each selected
concrete service is then dynamically bound to the corredipgnabstract service. Other methodologies [4, 8, 9]
extend this idea by also considering the possibility of bigceach abstract service to a set of functionally equivtalen
concrete services rather than a single service, coordirsteording to some redundancy pattezrg( one-out-of-N
or sequential retry), to achieve higher QoS at the expenkighér cost: in this case both the redundancy pattern and
the set of equivalent concrete services must be selectedtine.

The proposed methodologies also differ in the type of sdéetlagy deal with: most of there(g, [1, 2, 9, 14, 15])
deal withsingle requestor the composite service independently of each another.gbial in this case is to determine
the concrete implementation of each abstract service fdrrdquest that is best suited to satisfy the requestor SLA
given the current conditions of the operating environméxihers [3, 4] jointly consider the aggregétawv of requests.

In this case, the goal is to determine how to switch diffeflemts of requests, possibly generated by several classes of
users, to the different candidate implementations as tsfgdie different SLAs.

Most of the proposed approaches for self-configurable QuE@SOA systems consider SLAs where the perfor-
mance guarantees are specified only in terms of bounds orxfpieeted values of the QoS metrics of interests. A
potential limitation of these approaches lies in the faat thser perceived QoS is often better expressed in terms of
bounds on the percentile of the QoS metrics, as also refléctedmmercial practices. For example, the Amazon
SOA-based e-commerce platform [6] includes SLAs concertiie 99.9 percentile of the response time under a given
peak load of service requests per second. To the best of owl&dge, only the approaches proposed in [7, 13] offer
guaranteees on the percentile of the response time. Thiésras[13], though, are limited to sequential patterns and
only apply to thesinglerequest scenario, while [7] proposes a heuristic for regstgeduling in a single database
server which is based on the prediction of execution time.

In this paper, we overcome this limitation of current metblodies for self-configurable QoS-aware SOA systems.
We consider thBowscenario and propose a service selection scheme to drigelfheonfiguration of composite SOA
applications, which consider SLAs that include perforneagaarantees on the percentiles of the QoS attributes. We
present our solution from the perspective of an applicatigpiemented as a composite service and implemented by
an intermediary broker. We show that the application cauiefitly provide the SLAs by selecting among the pool of
available services, those services that allow it to fulid SLA negotiated with the users, given the constraints eléfin
by the SLA settled with the providers. The selection is driby the goal of maximizing some broker utility goal.
The search for a new solution is triggered by the occurrefewents that could make no longer valid a previously
calculated solutione.g, the arrival or departure of a client or a change in the setrofigers. We formulate the
service selection problem as an optimization problem with-hinear constraints. For the solution, we linearise the
constrains. The resulting linear programming problem bas be efficiently solved via standard technigues. Hence
the proposed approach is suitable for on-line operations.

The rest of the paper is organized as follows. In Section 2 megige an overview of the system architecture
offering the composite service with percentile-based ShAG outline the SLA definition. In Section 3 we discuss
how to compute the QoS attributes of the composite servit€ettion 4 we present the formulation of the optmiza-



tion problem that is solved to determined the percentilgelaservice selection. Then, in Section 5 we present the
simulation experiments to assess the effectiveness ofrtipoped approach. Finally, we draw some conclusions and
give hints for future work in Section 6.

2 Sytem Architecture

We present our approach from the perspective of an appitatichitected as a composite service and provided by
an intermedianservice broker The service broker offers to prospective users a compssitdéce with a range of
different service classes. It acts as a full intermediatyvben users and concrete services, performing a role of
service provider towards the users and being in turn a régutesthe concrete services offering the operations used
to implement the composite service. Its main task is to difieadaptation of the service it manages to fulfill the
SLAs negotiated with its users, given the SLAs it has neggdiavith the concrete services. Moreover, it also aims at
optimizing a given utility goal.
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Figure 1: Service broker high-level architecture.

Figure 1 shows the core components of the broker high-leehitecture and their interaction. A detailed descrip-
tion of the architecture can be found in [4]; in the next, wensuarize the respective tasks of the components. The
Composition Managedescribes the composite service in some suitable workflohestration language (e.g., BPEL
[12]) and identifies the concrete services implementingdigeiired tasks of the abstract composition (includingrthei
SLAS).

TheWorkflow Engines the software platform executing the business processegrdsents the user front-end for
the composite service provisioning. For each invocatiothefcomponent services it interacts with #hedaptation
Manager The latter binds dynamically the request to the real entpgbiat represents the concrete service, which
is identified through the solution of an optimization prable Together, the Workflow Engine and the Adaptation
Manager manage the user requests flow, once the user has dreéted to the system with an established SLA.
The Optimization Enginés the component that solves the broker optimization probl&@he parameters values for
this problem are derived from the parameters of the SLAs tietgd with the composite service users and concrete
services, and from a monitoring activity carried out by th@SQMonitor and the WS Monitor.

The QoS Monitorcollects information about the performance and reliabilitvels (specified in the SLAS) per-
ceived by the users and offered by the concrete services.cbhiponentis also in charge to observe and compute the
distribution of the response time of the composite serviceefich service class and to estimate:jts/alue (defined
in Section 3). ThaVS Monitorchecks periodically the responsiveness of the pool of @iagervices and notifies
if some of them becomes unavailable. Besides maintainintp Wate the parameters of the optimization problem,
the QoS Monitor and WS Monitor check and notify whether sosleviant change occurs in the composite service
environment. This may lead to the solution of a new instaficgtimization problem which accounts for the occurred
changes. Events to be tracked include the arrival/depaotfua user, an observed variation in the SLA parameters of
the concrete services, and the addition/removal of coasetvices.

TheService Manageand theSLA Manageare mainly responsible for the SLA negotiation processeasich the
broker is involved as intermediary. The former negotiates3LAs with the concrete services. The tasks of the latter
are the user SLA negotiation and user registration prosefisat is, it is in charge to add, modify, and delete SLAs
and users profiles. The SLA negotiation process towards $be side includes also the admission control of new



users; to this end, it involves the use of the Optimizatiogi&e in order to evaluate the broker capability to accept the
incoming user. Most of the broker components access to agsdayer (not shown in Figure 1) to know the model
parameters of the composite service operations and emrénn

2.1 Composite Service

We assume that the composite service structure is defined BEIEL [12]. In this paper, we actually refer to a signif-
icant subset of the whole BPEL definition, focusing on itastured style of modeling (rather than on its graph-based
one, thus omitting to consider the use of control links). filly, in the definition of the workflow describing the
composite service, besides the primitivevoke activity, which specifies the synchronous or asynchronowsda-
tion of a Web service, we consider most of the structuredisies: sequence, swi t ch, whi | e, andpi ck, whose
meaning is summarized in Table 1. The percentile-basedcseselection proposed in this paper is not currently able
to manage thé&l owstructured activity, which is used for the concurrent exiecuof activities.

Table 1: Structured activities in BPEL.

Activity Meaning

sequence | Sequential execution of activities

sw tch Conditional execution of activities

whi | e Repeated execution of activities in a loop

pi ck Conditional execution of activities based on external gatarm

Figure 2 shows an example of a BPEL workflow described as a UditiRity diagram. With the exception of the
pi ck construct, this example encompasses all the structuradtiastlisted above.

Figure 2: An example of BPEL workflow.

The business process for the composite service defines d abstwact service$Ss,...,S,}. Each abstract
service can be instanciated with a specific concrete sekyjce KC;, where/C; is the set of functionally equivalent
concrete services that have been identified by the Compositanager as candidates to implemént

2.2 SLA Negotiation

The broker is involved in the SLA negotiation with two counptarts: on one side the requestors of the composite
service, on the other side the providers of the concretécservL et us first discuss the SLA settled with the latter. The
QoS of each concrete service can be characterized accdadirmgious attributes of interest, such as response time,
cost, reputation, availability, and throughput [5, 15].eWalues of these QoS attributes are advertised by the servic
providers as part of the SLA. Without loss of generality, iistpaper we consider the following QoS attributes for

each concrete servids;:

¢ the response timg;, which is the interval of time elapsed from the invocatiothte completion of the concrete
servicek;;;
e the cost;;, which represents the price charged for each invocationetoncrete service,;;

4



e the log of the availabilityg;;, i.e., the logarithm of the probability that the concrete serviges available when
invoked.

In the latter case, as in [15] we consider thgarithmof the availability, rather than the availability itselfy order
to obtain linear expressions when composing the avaitghufidifferent services.

For a given concrete serviég;, the SLA established by the broker with the service provibidmes the service
cost (measured in money per invocation), availability, arpected response time (measured in time unit), provided
the volume of requests generated by the broker does not@xice@egotiated average load. Therefore, the SLA for
the concrete servide; is represented by the templde;, c;;, a;;, Li;), beingL;; the agreement on average load.

We denote by the set of QoS classes offered by the broker. In the SLAsedeaith the requestors, the broker
characterizes the QoS of the composite service in terms wfidgon the expected response time, quantile of the

response time, expected cost, and excepted availabitiyefch QoS clask € K (i.e., T} ., T 0w CK o AE ),
whereT .. is abound on the-quantileT} of the response time. Observe that while the concrete sepvinvides

only guarantees on the expected responsetjméhe composite service offered by the broker provides guaes on
the tail of the response time distribution.

Each requestor has to negotiate for each QoS class the valfirequests it will generate in that class (denoted
by Av*). The SLA established by the broker with the requestor fer@oS clasg € K has therefore the template
(Tk Tk ck AR AR,

max’ a,max’ max’ min’

2.3 Admission Control

The Admission Control Manager determines whether a newasiqucan be accepted for the required class of service,
without violating the SLAs of already accepted requestamst v be the aggregate arrival rate of already accepted
requestorsie., v = (7', ...,7/¥!) and denote by\y the arrival rate requested by the new user for all the service
classesi(e., Ay = (Ay', ..., AyIK1)). The Admission Control Manager determines whether the meuestor can

be accepted by invoking the Optimization Engine and askimgfnew resolution of the optimization problem with
~v+ A~ as aggregate arrival rate. We have two possible cases. dsébfe solution to the optimization problem exists,

it means that the additional requests can be satisfied - abtheested QoS - without violating the QoS of already
accepted users. The new requestor can be thus acceptecea®dAHinalized for the requested rate and QoS class.
If, instead, a feasible solution does not exists, the brokar 1) turn down the new requestor; 2) renegotiate the SLA
with the requestor; 3) renegotiate the parameters of thesSiit the service providers.

2.4 Service Selection Model

The Selection Manager determines, for each QoS class, tiezate service:;; that must be used to fulfill a request
for the abstract servicg;. We model this selection by associating with each abstexeice S; a service selection
policy vectorz; = (x!, ..., z!"!), wherext = [z};] andk;; € K;. Each entryc}; of -} represents the probability that
the classk request will be bound to the concrete servige The Selection Manager determines the values ofci;pe

by invoking the Optimization Engine. With this model, we @s® that the Selection Manager can probabilistically
bind to different concrete services the requests (belangia same QoS clags for an abstract servic§;.

As an example, consider the cd§e= {k;1, ki2, ki3 } and assume that the selection pohdyfor a given clas%
specifies the following values:¥, = %, = 0.3, 2% = 0.4. This strategy implies that 30% of the classequests for
serviceS; are bound to servick;;, 30% are bound to servidg, while the remaining 40% are bound#g. From this
example we can see that, to get some overall QoS objectiaedien class flow of requests, the Selection Manager
may bound different requests to different providers

3 Composite Service QoS M odel

In this section, we present the QoS model for the compositécgeand show how to compute its QoS attributes.
Upon a composite service invocation, the broker executegiaesnce of tasks as dictated by the service workflow.

Each time a task; is invoked, the broker determines at runtime the concretgcgek;; to be bound to the abstract

serviceS; and invokes it. We denote by’ the number of times tasg; is invoked by a clask user service request.
For each class € K offered by the broker, the overall QoS attributes, namely,



the expected response tifi&, which is the time needed to fulfill a clagsrequest for the composite service;

thea-quantileT” of the response time;

the expected execution cast, which is the price to be paid to fulfill a clagsrequest;

the expected availabilityl*, which is the logarithm of the probability that the compesiervice is available for
a classk request

depend on: 1) the actual concrete servigeselected to perform each activity, i = 1, ..., n, and 2) how the services
are orchestrated.

Expected Value To compute these quantities, I8f (x) denote the QoS attribute of the abstract senfigeZ <
{T,C, A}. We have

kij €K,

wherez};,
Si.

From these quantities, we can derive closed form expres&iomthe QoS attributes of the composite service. Since
all metrics, namely, the cost, the (logarithm of the) avaiity, and the response time QoS metrics are additive 5], f
their expected value we readily obtain

z € {t,c,a} is the corresponding QoS attribute offered by the concretécek;; which can implement

k k
Vi E Lijzij

@) = Y Vi) -
i=1 =1 ki; €K

n
1=

whereV* = E[NF] is the expected number of timés is invoked for a clasé request.

Response Time a-quantile It is not possible to find a general expression for a perapfithe response time. We
assume to know - or to be able to estimate - tfjevalue of the distributioni.e., the a-quantile of the normalized

response time, which is defined gs= Ta_E[T'] Hence,

\/Var[T*]

Tk = B[T*) + 2%/ Var[T*] 1)

i.e., we rewrite the percentile of the distribution as functidrthee expected valu&[T*], the variancéVar[T*], and
the associated-value. The response time variance takes the following f@hm derivation of which can be found in
Appendix A):

Var[T*] = > " VAVar[TF] + Y > Cov[N NJIT) (x)T} (x) 2)
=1 1=14=1
where
2
Var[TF] = Y (83 +07) — | D wijti 3)
kq',j €rx; kij €

is the variance of the response time of tagk(being afj the response time variance of servige which we also
assume to estimate). Observe that the variance (2) corapvigeterms: the first accounts for the variability of the
response time of each tasks weighted by the expected nurihtimes each task is invoked; the second term accounts
for the variability of the number of tasks invocations (Whare correlated), weighted by the tasks expected response
time.



4 Optimization Problem

The Optimization Engine goal is to determine the servicect&n strategycfj, i=1,...,n ke K, ki € K; which
maximizes a suitable utility function. For the sake of siitipy, here we consider the simple case that the broker wants
to minimize the overall expected cost, defined’ds) = Zke % > rer V¥Ck (). In general we could optimize

multiple QoS attributes (which can be either mutually miaaqhent or possibly conflicting). Therefore, in general the
optimal service selection would take the form of a multiesttive optimization which can be solved by reducing to a
single objective problem using scalarization metheds, the weighted sum approach.

The Optimization Engine task consists in finding the vagabF., i = 1,...,n, k € K, k;; € K;, which solve
the following optimization problem:

OPT : min C(x)

subject to: TH(x) < T, ke K (4)

Chx)y<cCk,. keK (5)

Af(x) > ALy, ke K (6)

PT">Th wl<1—a keK 7)

S ab VR <Ly i=1,....nkj €k (8)
keK

x >0,k EK:“J}”—l i=1,...,n,ke K 9

Equations (4)-(6) are the QoS constraints for each serléss on average response time, average cost and avajlabilit
whereTk . Ck_ ., and AX. are respectively the maximum response time, the maximurmazasthe minimum
(logarithm of the) availability that characterize the Qd&ssk. Equation (7) is the QoS constraint on the percentile
of the response time. Equations (8) are the broker-progi8&A constraints and ensure the broker does not exceed
the SLA with the service providers. Finally, equations (8 tne functional constraints. The constraiRfg™* >

Tk o] <1 —acanbe rewritten ag* < Tk Hence,

@, max a,max*

TE < TF o == BT + 2o/ Var[TF] < T .

Thus, the constraints on the response time percentile ceawbéten as:

Za iiCOV[NlNl/] Z xijﬁij Z mi’jti’j‘i‘

i=14¢=1 kijeK:i k” EK:i’
2 2
n
I DORTCRETE b Sy :
i=1 kij €K kij €K
k
TE ox ZV S abity keK (10)

i=1 kij€IC;

Constraints Linearization Because of the constraints (10), there is no know techniguselize problenOPT?.

We tackle the problem by deriving a linear program (LP) whigbbtained by linearising (10) in two steps. First of
all we eliminate the square root, which is not differentéinl zero by taking the square of both side of (2). Then, we
linearise the constraints by approximating both sides thigfirst term of the Taylor expansion around a suitable point

1Had the constraints be convex, we could have used semiéefirigramming to solve the problem. Since convexity doesalatin general,
we have resorted to linearisation instead.



xo, which yields (the computation of the first term of the Tayd@pansion is in Appendix B):

i=1 ki  €K; =1
1% (tz- + 02» — 2tijT-k(:c0))) + 2t (T - Tk(wo))} <

amax

(Z Z Cov[N;Ny] :co T]C (o) Z Vka2 )

=1

(,‘Z—‘olcC max Tk (:BO)) +2 (Tk Tk (ZEO)) Tk (:BO) (11)

a,max

By replacing (7) with (11) inOPT we obtain the following LALINOPT which we use to determine the optimal
service selection policy:

LINOPT : min C(x)

subject to:

Z Vk Z xz]tlj S T’llilax k € K (12)
i=1 kij €K

ka Z xz_]clj < Cr];mx k €EK (13)
i=1 kij €

ka > abai; > ALy, ke K (14)
i=1 kij€KC;

percentile constraints (11) k € K (15)
Zl’?j‘/;k’yk SLij 1=1,...,n, k/’ij eK; (16)
keK

o >0k €Ki, > al=1 i=1... nkekK (17)

kq',j e

LINOPT is a LP problem and can be efficiently solved via standardnigckes. The solution thus lends itself to
both on-line and off-line operations.

The choice of the linearisation poiamt, is crucial to obtain good solutionise., solutions close to those that would
have been obtained by solvif@PT. We found that a good choice far, is provided by a most recent solution
x itself. In case such a solution is not availal#eg, when the broker is initialized, we simply do not consides th
constraints (15) the first imBINOPT is executed.

5 Simulation Model and Experiments

In this section, we first describe the simulation model weetdefined to study the effectiveness of the percentile-based
adaptation policy and then present the results of simulatigeriments.

5.1 Simulation Modd

The broker simulation model comprises the same componétite @architecture shown in Figure 1. We consider an
open system model, where new users belonging to a givercearldss: € K offered by the broker arrive at mean
user inter-arrival rateA . Eachk-class user is characterized by its SLA parameters definBddtion 2.2 and by the
contract durationdy,. If admitted (according to the admission control mecharégpiained in Section 2.2), the user
will start generating requests to the composite servici itgitontract expires.

Differently from traditional Web workload, SOA workloadafacterization has been not deeply investigated up to
now (some preliminary results are in [11]). Therefore, inwarkload model we assume exponential distributions with
parametersd\;, and1/d; for the user inter-arrival time and contract duration, extjvely, and a Gaussian distribution



with parametersn; and oy for the inter-arrival rate of requests to the composite isergenerated by each user.
We also assume that the response time of the concrete sefoib@vs Erlang distributions with different shape
parameters.

The discrete-event simulator has been implemented in Qukgeyusing the CSIM package [10]. Multiple inde-
pendent random number streams have been used for eachstinohadel component. The experiments involved a
minimum of 10,000 completed requests to the composite@rfor all reported mean and percentile valueshig
confidence interval have been obtained.

5.2 Experimental Results

We illustrate the dynamic behavior of our adaptive servatedion through the simple abstract workflow of Figure 2.
For the sake of simplicity we assume that two candidate @teervices (with their respective SLAs) have been
identified for each abstract service, exceptSefor which four concrete services have been identified. Thpeetive
SLAs differ in terms of cost, reliability, and response tiaél time values are measured in sec.). Table 2 summarizes

Table 2: Concrete service SLA parameters and shape paraoh&wrang distribution.

| Service | Cij | aqj | tij | E’l“l,;j | | Service | Cij | a;j | tij | E’r’li]‘ |

[ ki [ 6 [0995] 2 | 4 [ kar | [0995] 05 4 |

[ k12 | 3 [ 099 4 | 2 || ke | 08] 099 [ T | 2 |
Fo1 451 099 | 1 4 [ kss [ 2 [ 099 2 | 4 |
Koo 4 | 099 | 2 4 | ks2 | 14| 095 4 | 2 |
kas 2 | 09 | 4 2 |[ ker [05] 099 18] 4 |
ka4 1 09 | 5 2 [ ke2 | 04 ] 09 | 4 | 2 |

[ Fa 2 0995 T | 4 |

[ k2 [ 18] 095 2 | 2 |

for each concrete servideg; the SLA parameter§;;, ¢;;, a;;) and the shape parametér!,; of the Erlang distribution
for the response time (for eaéhy;, the mean value of the Erlang distribution corresponds;jo The SLA and the
Erlang shape parameters have been chosen so that for alssingiceS;, concrete servicé;; represents the best
implementation, which at a higher cost guarantees highatadility and lower response time (in terms of mean as
well as variance) with respect to concrete servigefor j > 2, which costs less but has lower availability and higher
response time. For all concrete servickg, = 10.

On the user side, we assume a scenario where the broker thifecemposite servite with four QoS classes. The
SLAs negotiated by the users are characterized by a wideraih@oS requirements as listed in Table 3, with users
in class 1 having the most stringent requiremetys,, = 0.95 and7}},,. = 7, and users in class 4 the least stringent
requirementst}, ;. = 0.8 and7},,, = 18. With regard to the bound on thequantileT” .. of the response time, we
assume that for all classéimx = BTk, anda = 0.95 (i.e., we consider 95-percentile of the response time). The
SLA costs parameters for the four classes have been setignglyr where class 1 has the highest cost per request and
class 4 is the cheapest. The expected number of servicesitivos for the different classes g} = Vi = V¥ = 1.5,
VE=1ke K;VF=07VF=03,ke {1,3,4}; V2 = V& = 0.5, thatis, all classes have the same usage profile
except users in class 2, who invoKe and.Sg with different intensity. The values of the parameters thetracterize
the workload model aré;, = 100 and (my, o) = (3,1) for eachk (A, di, andmy, values have to be set so that
¥ = Apmydy, for Little’s formula).

Table 3: User-side SLA parameters for each service class.

[Classk [ CF [ AF T TF. | Thosmax | 7° |
1 25 | 0.95 7 BT 10
2 18 0.9 11 BT2 4
3 15 0.9 15 BT 2
4 12 0.8 18 BT s 1
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Figure 3: Response time.

We compare the performance obtained by the service satestth tight bounds on the percentile of the response
time with that of the service selection where only guarasmtee the mean values are offered to the users of the
composite service. The problem formulation of the lattesecis in [3] and we denote it with = oo (i.e., the tail
of the response time distribution is unbounded). We inytiakt 5 = 2.2, which represents a tight bound on the
95-percentile of the response time; we then analyze thétisétgof the response time tg.

Figure 3(a) shows the cumulative distribution of the reggotime of the composite service for all the service
classes when the percentile-based and mean-based opiimézare used, correspondingfo= 2.2 and§ = ~©
curves, respectively. We can see that the percentile-lmggédization achieves a better response time than the mean-
based optimization for classes 1 and 2, which have the mdrgeht SLA requirements. Through Figure 3(b) we
further investigate the tendency of the response time fagssels 1 and 2 by plotting its complementary cumulative
distribution on a linear-logarithmic scale. The vertidakk represent the 95-percentile of the response time édigree
in the SLA with the users of the composite services. We cartteiethe percentile-based service selection largely
satisfies the 95-percentile SLA, that is only 1.6% and 2.1%lads 1 and class 2 requests respectively experience a
response time greater than the 95-percentile value. Theeceative behavior of the percentile-based approach is due
to the constraints linearization explained in Section 4.

To compare in more detail the percentile-based and meadlzggproaches with respect to the response time QoS
parameter, Figure 4 shows how the mean and 95-percentilenss times of the compaosite service vary over time for
classes 1 and 2. The horizontal line is the agreed respansdtioth mean and 95-percentile values), as reported in
Table 3. We observe that the mean-based approach leads &wsolations of the agreed response time, while the
percentile-based approach allows the broker to offer adveagesponse time much better than that agreed.

17 38 B=2.2 95-perc

16

15
- 1449 — SLA 95-perc---
g 13 o SLA mean-- --
2124 2,
2 11+ [}
E 104 E
8 97 3
5 87 g
R O R = s e =
FS R S @
@ 5 =2.2 95-perc 14

4 =00 95-perc -~

3 p=2.2 mean--

2 B=c0 mean -~

7 SLA 95-perc------

SLA mean-- -- --
0 T T T T T T
0 20 40 60 80 100 120
Time [min.] Time [min.]

Figure 4: 95-percentile and mean response time over timgdsses 1 (left) and 2 (right).

We conducted a last set of experiments to analyze the setysdf the percentile-based service selection to the
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[ parameter, which correlates in the SLA the 95-percentilthéomean of the composite service’s response time
(smaller values of3 correspond to a tighter bound on the distribution tail). Ufgg5 shows the trend of the 95-
percentile response time o for all classes (the corresponding SLA value is only showntlie most demanding
classes 1 and 2). The percentile-based approach succeegpatting the agreed 95-percentile for all service ctasse
andg values. The disadvantage of a tighter bound on the peredatiy.,5 = 2.1) is that a larger fraction of incoming
contract requests are rejected.

TR N N Y
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2 @@t OQrzzzeO
g 264 O & ___fi////,,
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0 ; : : : :
2.1 22 23 24 25

Figure 5: Sensitivity of 95-percentile response timgto

6 Conclusions

In this paper, we have addressed the problem of selectingretnservices in a composite service offered by a bro-
kering service which supports differentiated QoS serviasses. Most of the existing approaches only consider SLAs
based on bounds of the expected values of the relevant Qafesnét limitation of these solutions lies in the fact that
user perceived quality is often better expressed in ternb®onds on the percentile rather than the expected value of
the QoS metrics. To overcome this limitation, in this paperhave considered SLAs which also specify bounds on
percentile of the response time. We have formulated thecgeselection problem as an optimization problem with
non-linear constraints. For the solution, we have linegrihe constrains. The resulting linear programming prable
can be efficiently solved via standard techniques. Theeefmur approach can be used to efficiently manage the ser-
vice selection in a real operating broker-based architectuhere the broker efficiency and scalability in replyiog t
the users requests are important factors.

The model proposed in this paper provides statistical guees on the percentile of the response time. The results,
though, only apply to the service selection scenario anyg oohsider a subset, albeit significant, of the workflows’
structured activities. Our future work includes the extenf these results to the use of redundant coordination
patterns and the inclusion of other structured activiiies,thef | owactivity.

A Computation of the Variance of the Response Time

Upon a composite service invocation, the broker executexjaesice of tasks as dictated by the service workflow.
Each time a tasls; is invoked, the broker determines at runtime the concretdcgek;; to be bound to the task;

and invokes it. For a given user invocation, Mtdenote the number of times taSkis invoked and for each time, let
k:f]l) [l =1,..., N, the actual concrete service chosen for its implementalibe.timeT" elapsed from the invocation
of the service up to its completion is then

> 1 (18)

11=1

T =

n N;
=



where

Tz’(l): Z ]‘{k(l):kij}Ti(jl) (29)

is the execution time of theth invocation of taskS,. For the expected value and variance of the response tinse, it
easy to verify that under our assumptions,

B =BT = Y ity (20)
ki €K;
2
Var[T;(l)] = Var[T’z] = Z Tij (tfj —+ O'Z-Qj) — Z zijtij (21)
ki]‘GIC-; kij €K

For the overall response time we have,
E[T] =Y ViE[T}] (22)

and
(24)

E
(i %TZ) o
(s
ot

We now expand the two terms of (27): for the first term we have

=

H

o~
Il
N

B

M:

oy ) S5 (26)

i=11'=1

Il
N
o~
Il
N

2

M:

i n N; n  N;
Tl> A O

i=1,i'#i I'=1 i=1 I=1 =1

Il
N
o~
Il
N

n N; n N-L, n n oo oo
BT X X=X X X ¥E ZT(”ZT(” Ni =k N, =K]  (28)
i=11=1 =1, £il/=1 i=1i'=1,i’#i k=0k'=0 |l=1 =1
=zn: zn: E[T}]E[T}/]E [N;N/,] ; (29)
i=14/=1,i'#4

and for the second term

n N; n oo k k
PIPIAL Z =X [Z 703 1 PN = k] (30)
i=11=1 /=1 i=1 k=0 =1 =1
n oo k k k
SN P9 SICRELES il IS @
i=1k=0 \Il=11'=1 =1
= zn: i (k(k — DE[T}]? + kE [T?]) P [N; = k] (32)
i=1k=0
= 3 (8 [N?]  EIN) BILJ? + EINJE(T? )

~
Il
—
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We can thus rewrite (27) as

n n n 2
Var(T] =" > E[N;N}]E[T]E[T;] + ZE[N2 [T)? — (Z wmm) — E[N]E[T:)? + E[N,]E[T?] (34)
1=14'=1,i'#i i=1 =1
=Y "> Cov[NiNy/IE[TIE[T;] + >  V;Var[T;] (35)
i=14/=1 i=1

By replacingE[T;] anf Var[T;] with the expressions (20)-(21) we finally obtain

2
Var[T] =Y > Cov[NiNy] > mijtiy . @ty +ZV(Z wij(t5; + 05)) — (Z x5t J>> (36)

i=1i/=1 ki €K, ki €K, ki €K, ki €K,

B Computation of the First Term Taylor Expansion
We compute the first term of the Taylor expansion of both sid@ @), that we rewrite for convenience below

n n
z2 (ZZCOV[NiNi/} Z Tijtis Z Tirstin i+

i=14/=1 kij €K, kij €K

2 2
ZV( ST w4 od) - ( ST ay U) )) < ( Fa = SVE S x”tlj> (37)

i=1 ki €EK; ki €EK; i€V ki €KC;
For sake of simplicity we consider each term separately.
n n
Term Zi:l Zi’:l COV[NiNi/] Zk‘ijeici .’Bijt,'j Zkz‘jEKi/ miljtilj

> Cov[NiNy]RE (o) RE (o) +
1i'=1

7

ékijemi Fij (Z ol Nonl (@) m2:1 mi= ;n/;ém CovNm N | By, (@) R, (m)) . (zij —xijo) = (38)
2": 2": Cov[N; Ny |R; (o) RY (w0)+

i=14'=1

z": <2cov[NiNi}R?(mo)tij +2 zn: Cov|N;Ny/| R, (a}o)t@'j> (¢ij — wij0) = (39)
i=1kij€K; Wy P

S S Cov NNy RS (o) R (o) +

i=14'=1

22": Eni Cov[N;Nys]R} (0) (Rf(m) - R?(m)) = (40)
p

Z"j 5 Cov{N, N (o) (2R (=) — B (w0) 1)

N
Il
-
<
Il
_
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2
Term  — 3730, Vi (Zk“exi ﬂfz’jtij)

- z:VR’“2 @) + z;kze;c O (Zn:%RfQ(w)> i (wij — wijo) =
—ZVRM xo +2k2< —2ViRi(xo)ti;) (zij — wijo) =
~ ;m?w - 2;%?(%) (Ri(x) — R (o)) =
- z ViR (@o) (2R (@) — R (@0))
Term (Tk, . —T*(x))?

(Tl = TH@0)* + > > 8Z-j (Tax = TH(®))?) |y, (@5 — Tijo) =

i=1 ky; €K,

(Trﬁdx - Tk .’130 -2 Z Z max - Tk mo))VtZ] (zw zijO) =

i=1 ki; €K;
(Thnax — T*(20))” = 2(Tiiax — T*(20))(T"(2) — T*(20))

Plugging these terms into (37) we obtain:

n

(Z > CovNiNy |T (wo) (2T () — T (@) +

=1 4/

Sk ( > ahi( + o) - T (o) (27F (2) - Tﬂwo))) ) <

ki; €K,

(T = T @0)) " =2 (T = TH(@0) ) (T ) — T(0)

and after moving all constant terms to the RHS:

22 (Xn:Xn:Cov[NiNi/]Tf(wo)QTi’“(w) +2n:v,-k ( Z ol (8 + 03y) — 2Tk(:z:0)Tk(a:))>> +

i=1 i i=1 ki €K,

2 (Thax = T (@) T (@) <

(ZZCOV [N; N/ 1T (a00) T (o) — ZVkT'“Q (zo )) ( k Tk(wo)) +2 (Tr’f]ax - Tk(:co)> T* (a0)

i=1 4/ i=1

Finally, we expand the terfi* (z) = =, i, x3t;; obtaining

(ZZZCOV[NN/ 7 (20) Z x”tw +ZV’€ ( Z J:fj(t?j +02~2]) 2TF (x0) Z m”t” >>

i=1 4 ki €K; ki €K, ki €K,

(Trlrclax - Tk :BO ) Z :B”t” >

kij €K,

22 (zn: >~ Cov [Ny Ny T} (0) T (wo) Z VETR2( :1:0)> + (T,‘;ax Tk(mo)) +2 (Tr’f]ax - T’“(mo)> T* (a0)
i=1

=1 4/
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(42)

(43)

(44)

(45)

(46)

(47)

(48)

(49)

(50)

(51)



which after grouping yields

n n n
S3 g {zg <QZZCOV[NZ'NZ~/]T§(:BQ)Q]' TV (t,?j +o? - 2t¢ka(:1:0)>> +2ti; (T,‘;ax Tk(m0)>:| <

i=1k;;€K; i=1
% (Zni 3 CovlN N T (o) T ) — 3 W"Ti’ﬁ(mo)) + (Tha— T4 @0) " +2 (Thae ~ T @0)) TH@0) (2
=1 4/ i=1
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