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Abstract The fast increasing presence of Internet-of-Things and fog
computing resources exposes new challenges due to heterogeneity and
non-negligible network delays among resources as well as the dynamism
of operating conditions. Such a variable computing environment leads
the applications to adopt an elastic and decentralized execution. To sim-
plify the application deployment and run-time management, containers
are widely used nowadays. The deployment of a container-based appli-
cation over a geo-distributed computing infrastructure is a key task that
has a significant impact on the application non-functional requirements
(e.g., performance, security, cost). In this survey, we first develop a tax-
onomy based on the goals, the scope, the actions, and the methodologies
considered to adapt at run-time the application deployment. Then, we
use it to classify some of the existing research results. Finally, we iden-
tify some open challenges that arise for the application deployment in the
fog. In literature, we can find many different approaches for adapting the
containers deployment, each tailored for optimizing a specific objective,
such as the application response time, its deployment cost, or the efficient
utilization of the available computing resources. However, although sev-
eral solutions for deploying containers exist, those explicitly considering
the distinctive features of fog computing are at the early stages: indeed,
existing solutions scale containers without considering their placement,
or do not consider the heterogeneity, the geographic distribution, and
mobility of fog resources.

Keywords: Containers · Elasticity · Fog computing · Placement · Self-
adaptive systems.

1 Introduction

Fog computing promises to extend cloud computing exploiting the ever increas-
ing presence of resources located at the edges of the network (e.g., single-board
computers, wearable devices, smartphones). However, it introduces new chal-
lenges that mainly result from the heterogeneity of computing and networking
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resources as well as from their decentralized distribution. Differently from cloud
resources, fog resources typically offer a constrained environment, where changes
in resource availability, efficiency, and energy consumption play a critical role in
determining a successful computing platform. The presence of different Internet
connectivity and bandwidth, as well as the dispersed resource distribution, calls
for the study of deployment strategies that explicitly take into account at least
the presence of heterogeneous resources and non-negligible network delays.

Extending cloud computing towards network edges, fog computing is well
suited to manage Internet-of-Things (IoT) applications, whose data are gener-
ated and consumed at the network periphery. When interacting with IoT appli-
cations, the user requires the application to run with strict quality requirements
(e.g., low latency response requirements), often expressed by means of Service
Level Agreements (SLAs). In particular, IoT applications usually require re-
duced response time and high throughput, that should be obtained even in face
of highly changing operating conditions. To satisfy these performance goals, the
application deployment should be promptly adapted at run-time by conveniently
acting according to two control directions: the placement and elasticity of the
application. The application placement addresses the mapping of each applica-
tion instance to a specific computing resource, while the elasticity feature aims
at scaling at run-time the number of application instances and/or the amount of
computing resources assigned to each of them. To simplify the deployment and
run-time adaptation of applications, we can use software containers. Exploit-
ing a lightweight operating system-level virtualization, software containers (e.g.,
Docker) have rapidly become a popular technology to run applications on any
machine, physical or virtual. Containers enable to bundle together applications
and their dependencies (i.e., libraries, code). Differently from virtual machines
(VMs), they allow a faster start-up time and a reduced computational overhead.

In this paper, we survey existing solutions to adapt the deployment of container-
based applications on fog and cloud computing resources, focusing on the algo-
rithms used to control the adaptation. Different surveys (e.g., [16,26,46,60,77])
have recently investigated the challenges that arise in fog computing environ-
ments. Mahmud et al. [46] analyze the challenges in fog computing and discuss
its differences with respect to other computing paradigms. Yi et al. [77] iden-
tify security and privacy as critical points that should be considered in every
stage of fog computing platform design. Specifically, the authors believe that,
in a fog environment, general application programming interfaces (APIs) should
be provided to cope with existing protocols and APIs. Puliafito et al. [60] ana-
lyze the applicability of existing technologies in the fog computing environment
in order to support IoT devices and services. Gedeon et al. [26] focus on the
application perspective and present a classification and analysis of use cases of
edge/fog computing. The survey by Brogi et al. [16] is the one most related
to our work since they explore the existing methodologies and algorithms to
place applications on fog resources. Differently from these works and in particu-
lar from [16], we focus on the runtime execution of fog applications, since their
deployment should also efficiently self-adapt with respect to workload changes



Self-adaptive Container Deployment in the Fog: A Survey 3

and dynamism of the fog computing environment (e.g., fog resource constraints,
network constraints in term of latency and bandwidth, fog resources that join or
leave the system). Therefore, not only an effective application placement should
be enacted as initial deployment, but it should be also conveniently modified
at run-time so to be dynamism-aware and deal with the heterogeneity of the
underlying fog resources. To this end, the application elasticity plays a key role.
Indeed, fog-native applications should be able to adapt to workload changes by
provisioning and de-provisioning resources in an autonomic manner, thus cop-
ing with the environment dynamism. While the elasticity issue has been well
investigated in the cloud environment, as surveyed in [4], as well as in specific
domains such as data stream processing [62], to the best of our knowledge it
has not yet been analyzed and categorized in the fog context, especially from an
algorithmic perspective. Moreover, in this work we aim to identify fully-fledged
deployment solutions that can jointly address the elasticity and placement of ap-
plications in fog computing environments. When the managed applications are
geo-distributed, a fully centralized controller introduces a single point of failure
and a bottleneck for scalability. Indeed, a centralized controller may be able to
efficiently control the adaptation of only a limited number of entities, and its
efficacy may be negatively affected by the presence of network latencies among
the application components. Considering the new emerging environment, in this
work we want to identify the existing solutions that can be used in practice to
decentralize the self-adaptation functionalities.

The rest of the paper is organized as follows. First, we discuss the specific
challenges of fog computing environments and their fundamental differences with
cloud computing environments (Sect. 2). Second, we present a taxonomy on the
existing approaches and deployment controllers used to adapt at run-time the
deployment of applications on fog and cloud resources (Sect. 3). Then, in Sects. 4
and 5, we describe some container orchestration tools used to simplify the de-
ployment and management of container-based applications, as well as some sim-
ulation tools proposed and used by the research community to perform experi-
ments. We conclude by identifying open research challenges that can be explored
to improve the deployment effectiveness in fog environments (Sect. 6).

2 Fog Environment Challenges

Fog computing extends the cloud computing paradigm by expanding compu-
tational and storage resources at the edge of the network, in a close prox-
imity to where data are generated. As such, fog environment exposes many
old and new challenges. In accordance with previous surveys on fog comput-
ing [16,26,46,60,77], we can identify the following most relevant challenges: het-
erogeneity, scale and complexity, dynamism and mobility, fault tolerance, and
security.

Fog and cloud computing infrastructures provide computing resources with
different characteristics. Cloud computing offers powerful and general purpose
computing (and storage) resources on-demand. Conversely, fog computing usu-
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ally exposes heterogeneous resources, with reduced computing and energy capac-
ity, that can also change location at run-time. Also, fog computing can provide
storage resources, usually of reduced capacity, that can be used to collect and
distribute data from/to edge devices (e.g., AWS Snowball Edge). Being of lim-
ited capacity, fog computing resources are cheaper and more constrained than
traditional cloud computing resources (e.g., Raspberry Pi); therefore, we assist
to a large proliferation of devices standing at the network periphery [17]. As re-
gards the connectivity among resources, we observe that cloud resources reside
in a single data center or can be distributed among multiple data centers; either
way, they rely on very a fast inter-connectivity that results in negligible com-
munication delays. Conversely, fog resources can communicate using different
(and mixed) technologies (e.g., wired, wireless, Bluetooth) that may introduce
non-negligible network latency. Such a delay can impact on performance, and be
detrimental for latency-sensitive applications.

To rule the complexity of the emerging fog computing environment, efficient
algorithms to drive the application deployment are needed. They should explic-
itly address its heterogeneity and dynamism, which also include the presence of
mobile resources (e.g., smartphones). Due to these features and the increased
number of constraints, deploying application in a fog computing environment is
challenging. As such, many fog computing architectures and platforms have been
proposed in literature, aiming to simplify the application distribution and execu-
tion (e.g., [30,41]). Most of them resort on lightweight virtualization technologies,
i.e., software containers, to simplify the application management (e.g., [12,81]).

Similarly to cloud applications, the user wants to obtain specified levels of
Quality of Service (QoS), e.g., in terms of response time, or Quality of Experience
(QoE). In cloud computing, the user and the service provider often stipulate
a contract referred as SLA. It represents an agreement between the customer
and service provider, and is characterized by quantified objectives and metrics
(Service Level Objectives, SLOs) which the provider undertakes to respect during
service delivery. Defining such kind of agreement is particularly challenging in the
fog computing environment, because the SLOs satisfaction is often affected by
many factors, which might also be out of the provider’s control (e.g., connectivity,
mobility).

In the past few years, cloud applications stressed the importance of fault
tolerance, and the key role it plays when the application requires a distributed
execution. Although many mechanisms can be used to increase fault tolerance
(e.g., check-pointing, replication), their implementation in a fog environment is
not trivial due to the increased scale, heterogeneity, and complexity with respect
to a cloud scenario. However, fault tolerance is a key enabler for the deployment
of applications in the fog environment. So far, only a limited number of works
explore fault tolerance in the emerging scenario, resulting in an important open
challenge to be addressed in the near future [13]. For example, Javed et al. [33]
propose a fault-tolerant architecture for IoT applications in edge and cloud in-
frastructure. Specifically, the proposed solution replicates the processing instanc-
ing using the fault-tolerance functionality by Kubernetes; to transfer data with
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no loss, the architecture includes a fault-tolerant message broker, implemented
using Apache Kafka.

When distributed applications, possibly with IoT sensors and actuators, are
deployed on fog resources, the overall system may expose a large number of
vulnerabilities, which can represent security threats. Geographically distributed
computing and storage resources, that communicate through Internet, might
not be easily controlled by a single provider. This further exposes the system to
attacks, data leaks, impersonations, and hijacking. So far, many fog platforms
and their deployment algorithms have been designed without considering secu-
rity as a first-class pillar. Moreover, the limited capabilities of fog resources may
compromise the applicability of widely adopted security mechanisms [67].

Considering the dynamism and heterogeneity of the fog environment, the
discussed challenges and the (unpredictable) changes in the application workload
make of primary importance the run-time self-adaption of the deployment of
container-based applications. In the next section, we therefore survey existing
models and algorithms that explore, possibly in a joint manner, the placement
and elasticity control dimensions in a fog computing environment.

3 Approaches for Container-based Application
Deployment

In this section, we analyze existing approaches that deal with the deployment of
container-based applications on cloud and fog computing resources. We broaden
the view also to the cloud environment because, so far, only few research works
have specifically targeted the fog environment, especially with regards to the elas-
ticity issue. As we will see, the different research efforts address a wide range of
challenges that arise when applications with stringent QoS requirements run in a
dynamic and geo-distributed environment. We can classify the existing research
works according to: (1) the deployment goals, (2) the scope, (3) the deployment
actions, (4) the methodologies used to adapt the deployment, and (5) the de-
ployment controllers. Figure 1 illustrates a taxonomy of the design choices to
control the container deployment, whereas Table 1 classifies with respect to the
taxonomy the application deployment approaches in literature.

3.1 Deployment Goals

The deployment adaptation of applications is carried out in order to satisfy a va-
riety of QoS requirements. To quantify the deployment objective, several metrics
have been adopted in literature; we can broadly distinguish them in user-oriented
and system-oriented metrics. A user-oriented metric models a specific aspect of
the application performance, as can be perceived by the user: e.g., through-
put, response time, cost. A system-oriented metric aims to quantify a specific
aspect of the system, following the service provider’s viewpoint who wants to
efficiently use the available resources. Considering the Cloud service stack, an
IaaS provider wants to maximize profits, minimize resource utilization, while
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Application Deployment

Deployment Goals

Objective

Multiple [M]

Single [S]
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User-oriented [UO]

Cost
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System-oriented [SO]
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Availability

Controlled Entities
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Infrastructure level [Infr]

Application level [Appl]

Resources

Homogeneous [Hom]

Heterogeneous [Het]

Mobile [Mob]

Adaptation Actions

Scaling

Horizontal [H]
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Mathematical Progr. [MP]

Control Theory [CT]

Queuing Theory [QT]

Machine Learning [ML]

Heuristic [H]

Greedy

Fuzzy Logic

Threshold-based

Meta-heuristic

Local-search

Simulated annealing

Genetic Algorithm

Game Theory [GT]

Deployment Controllers

Embedded
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Figure 1: Taxonomy of existing container deployment solutions

fulfilling the SLA agreed with its customers. A PaaS provider can be interested
in minimizing the cost associated to the infrastructure utilization. A SaaS cus-
tomer aims at minimizing the service costs, while achieving a satisfactory QoE
level. Deployment policies in literature aim to reduce the application response
time (e.g., [64,10,31]), its deployment costs (e.g., [3,11,27,53,54,16]), and/or to
save energy consumption (e.g., [9,27,36,37]). To better exploit the on-demand re-
source allocation, several approaches aim to optimize load balance and resource
utilization (e.g., [1,35,47,28]), or to improve system availability (e.g., [39,47,40]).
In the context of fog computing, most works consider user-oriented metrics. On
the other hand, few works (e.g., [19,23,27,51,63,79]) consider a combination of
deployment goals. Casalicchio et al. [19] aim to improve the resource allocation
and fulfill application response time constraints. Zhao et al. [79] aim to improve
data locality and load balance. Mseddi et al. [51] goal is to optimize the number
of served end-users and resource utilization taking into account storage demands.
Rossi et al. [63] propose a container-based application deployment strategy to
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jointly optimize the 95th percentile of application response time and resource
utilization. De Maio et al. [23] propose a hybrid approach for task offloading in
mobile edge computing scenarios which jointly maximize user-oriented (i.e., user
QoE) and system-oriented (i.e., provider profit) metrics.

Table 1: Classification of existing solutions for deploying applications in geo-
distributed computing environments according to the taxonomy in Figure 1.

Ref. Depl. goals Controlled entity Adaptation Actions Methodologies
Objective Metric Scope Resources Scaling Placement Migration

Abdelbaky et al. [1] M UO + SO Appl. Het. No Yes No MP
Addya et al. [2] M SO Infr. Hom. No Yes No H

AlDhuraibi et al. [3] M UO + SO Appl. Hom. V No Yes H
Ali-Eldin et al. [6] S SO Infr. Hom. H No No CT + QT
Arabnejad et al. [7] M UO + SO Infr. Hom. H No No ML + H
Arkian et al. [8] M UO Infr. Het.. No Yes No MP
Asnaghi et al. [9] S SO Appl. Hom. V No No CT + H
Baresi et al. [10] S UO Appl. Hom. H+V No No CT
Barna et al. [11] S SO Infr. + Appl. Hom. H No No QT + H
Brogi et al. [15] M UO + SO Appl. Het. No Yes No ML + H

Casalicchio et al. [19] M UO + SO Appl. Hom. H No No H
Garefalakis et al. [25] M SO Appl. Hom. No Yes No MP

Guan et al. [27] M SO Appl. Hom. H Yes No MP
Guerrero et al. [28] M SO Appl. Het. H Yes No H
Horovitz et al. [31] S UO Appl. Hom. H No No ML + H
Huang et al. [32] S SO Appl. Hom. No Yes No MP

Kaewkasi et al. [35] S SO Appl. Hom. No Yes No H
Kaur et al. [36] M SO Appl. Hom. No Yes Yes H + GT
Kayal et al. [37] M SO Appl. Het. No Yes No MP
Khazaei et al. [39] M SO Appl. Hom. H No No H
Khazaei et al. [40] M SO Appl. Hom. H No No H
Mahmud et al. [45] M UO Appl. Het. No Yes No H
Mao et al. [47] M SO Appl. Het. No Yes Yes QT + H

Mennes et al. [49] S SO Appl. Het. No Yes No H
Mouradian et al. [50] M UO Appl. Het. + Mob. No Yes No MP + H
Mseddi et al. [51] M UO + SO Appl. Het. + Mob. No Yes Yes H
Naas et al. [52] M UO Appl. Het. No Yes No MP + H

Nardelli et al. [53] M UO + SO Infr. + Appl. Het. H Yes No MP
Nardelli et al. [54] M UO Infr. + Appl. Het. H Yes No MP
Nouri et al. [56] M SO Appl. Hom. H No No ML
Rossi et al. [63] M UO + SO Appl. Het. H + V Yes No MP + ML
Rossi et al. [64] M UO + SO Appl. Hom. H + V No No ML
Santos et al. [65] S UO Appl. Het. No Yes No H
Souza et al. [66] S UO Appl. Hom. No Yes No H
Tan et al. [69] S SO Infr. + Appl. Hom. No Yes No H
Tang et al. [70] M SO Appl. Het. + Mob. No No Yes MP + ML

Tesauro et al. [71] S UO Infr. Hom. No Yes No QT + ML
Townend et al. [72] S SO Appl. Hom. No Yes No H

Wu et al. [75] S SO Appl. Hom. H No No H
Yigitoglu et al. [78] M UO + SO Appl. Het. + Mob. No Yes No H
Zhao et al. [79] M UO + SO Appl. Het. No Yes No H
Zhu et al. [82] M UO + SO Infr. Hom. V No No CT + ML
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3.2 Controlled Entities

To identify the scope, we observe that adaptation actions can be applied either at
the infrastructure level [4] or at the application level [44]. At the infrastructure
level, the elasticity controller changes the number of computing resources, usually
by acquiring and releasing VMs, e.g., [6,54,71]. At the application level, the
controller adjusts the computing resources directly assigned to the application
(e.g., changing their parallelism degree [3,27,64]).

Fog environments can include resources with different computing and storage
capacity as well as network connectivity. Therefore, some deployment solutions
explicitly consider resource heterogeneity, i.e., they take into account specific
features of computing and networking resources, such as processing or storage
capacity of resources, available resources, or network delay (e.g., [28,53,63,70]).
Nonetheless, a large number of solutions model only a homogeneous computing
infrastructure (e.g., [6,7,9,64,66,82]). Moreover, user devices and/or fog resources
(e.g., smart cars, drones) can be mobile. Most works consider only user mobility
and address the application migration among multiple resources (e.g. [58]) or
the placement of static edge nodes in a cellular network [23] with the goal to
satisfy the application SLOs. To the best of our knowledge, only the work by
Mouradian et al. tackles the mobility of fog nodes [50], while there are more
efforts in the research area of vehicle cloud computing (e.g., [80]).

Software containers offer a lightweight virtualization solution, which is often
adopted in the context of fog computing (e.g., [30]), even in extremely con-
strained nodes as fog gateways [12]. Souza et al. [66] analyze the challenges
of fog computing environments and propose containers as a possible solution to
smoothly deploy application across geo-distributed fog nodes. When applications
are containerized, a single-level deployment regards the container placement on
the underlying (physical or virtual) resources. In addition, depending on the
virtualization layering, a double-level deployment can involve the placement of
virtual resources (i.e., VMs) onto physical computing resources. Most works con-
sider a single level of deployment (e.g., [3,27,79,2,64]), while only a few solve a
multi-level deployment problem [11,53,69].

3.3 Adaptation Actions

The adaptation actions to control at run-time the deployment of container-based
applications include the application placement, the application elasticity accord-
ing to two possible directions (i.e., horizontal and vertical scaling), and the
migration of some application components. The elasticity problem determines
how and when to perform scaling operations, thus enabling elastic applications
that can dynamically adapt in face of workload variations. Horizontal scaling
allows to increase (scale-out) and decrease (scale-in) the number of application
instances (e.g., containers or VMs). Vertical scaling allows to increase (scale-up)
and decrease (scale-down) the amount of computing resources assigned to each
application instance. A fine-grained vertical scaling is preferred to more quickly
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react to small workload changes, while a horizontal scaling operation makes eas-
ier to react to sudden workload peaks. However, most of the existing solutions
consider either horizontal or vertical scaling operations to change at run-time
the application deployment (e.g., [3,31,7,9,11,54,53]).

Differently from cloud computing environment, the presence of heterogeneous
fog resources emphasizes the importance of the application placement problem.
Its goal is to define the computing resources that will host and execute each
application instance. Most of the existing solutions consider the two problems
separately and focus either on the placement or on the elasticity of application
instances (e.g., [8,10,71]). So far, only a limited number of works have studied
how to jointly solve the two problems (e.g., [53,27,28,63]).

When the application placement is updated at run-time, it results in (state-
less or stateful) migrations of virtualized resources (i.e., containers or VMs), that
can be moved from one location to another. Migration is used to improve sys-
tem performance, seeking to balance load or to maximize resource utilization. In
addition, it allows to cope with user and/or resource movement across different
geographical locations. For example, Kaur et al. [36] propose a technique that
allows task scheduling on lightweight containers and supports container migra-
tion within or between the VMs. Elliott et al. [24] present a novel approach that
enables the rapid live migration of stateful containers between hosts belonging
to different cloud infrastructures. However, migration has a cost, because the
application downtime during migration, although minimal, cannot be avoided.
Therefore, a trade-off between migration benefits and cost should be considered.

3.4 Methodologies

The methodology identifies the class of algorithms used to plan how the appli-
cation deployment should be changed so to achieve the deployment goals. Elas-
ticity and placement are often considered as two orthogonal problems [9,32,66].
Nonetheless, few research efforts propose policies that jointly address the two
problems (e.g., [27,63]). Considering that scaling in the fog environment take
place in a geo-distributed context, where network latencies among computing
resources cannot be neglected as when scaling inside a data center, we believe
that the two issues cannot be separately solved.

We classify the methodologies in the following categories: mathematical pro-
gramming, control theory, queuing theory, machine learning, and heuristics.

Mathematical Programming. Mathematical programming approaches ex-
ploit methods from operational research in order to determine or adapt at run-
time the placement of application instances, to change the application paral-
lelism, or a combination thereof (e.g., [8,27,47,52]). The formulation and resolu-
tion of Integer Programming (IP) problems belongs to this category.

When the deployment problem is formulated as an IP optimization problem,
its most general definition can be described as follows. Given an application
with n instances, a deployment strategy can be modeled by associating to each
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application instance i = 1, . . . , n a vector xi = (xi1, . . . , x
i
R), with R the set of fog

resources, where xir = 1 if an application instance is placed on the fog resource
r ∈ R, 0 otherwise. The deployment problem can be expressed as:

min F (x) (1)
subject to: Qα(x) ≤ Qα

max

Qβ(x) ≥ Qβ
min

x ∈ D

where x = (x1, . . . ,xn) is the vector of the application instances deployment vari-
ables. F (x) is a suitable deployment objective function to be optimized. Qα(x)
and Qβ(x) are, respectively, those QoS attributes whose values are bounded
by a maximum and a minimum, respectively, and x ∈ D is a set of functional
constraints.

Most of the existing solutions use IP formulations to solve (only) the place-
ment problem of application instances. Mao et al. [47] present an IP formulation
of the initial container placement aiming to maximize the available resources
in each hosting machine. Garefalakis et al. [25] propose Medea, a new cluster
scheduler based on Apache Hadoop YARN. Medea solves an Integer Linear Pro-
gramming (ILP) placement problem to meet global cluster objectives, such as to
minimize the number of application constraint violations, reduce resource frag-
mentation, balance node load, and minimize number of active computing nodes.
However, fog-based deployment goals are not considered. Arkian et al. [8] solve a
Mixed-ILP (MILP) problem to deploy application components (i.e., VMs) on fog
nodes to satisfy end-to-end delay constraints. Huang et al. [32] model the map-
ping of IoT services to edge/fog devices as a quadratic programming problem,
that, although simplified into an ILP formulation, may suffer from scalability
issues. To reduce the resolution time that limits the system size scalability, Naas
et al. [52] exploit the geographic distribution of fog resources so to identify sub-
problems that are then solved separately. Zhao et al. [79] deal with the scheduling
of containerized cloud applications with the goal to make them more aware of
their data locality. To address the limited scalability of the proposed mathemat-
ical optimization problem (which is a variant of the Multiple Knapsack Problem
and therefore NP-hard), they devise heuristic algorithms, tackling the problem
in a bottom-up fashion. Such a resolution approach is well rooted in the fog envi-
ronment, characterized by a hierarchical architecture. Kayal et al. [37] present an
autonomic service placement strategy based on Markov approximation to map
microservices to fog resources without any central coordination.

In literature there are some works that consider mathematical approaches
not only to address the application placement problem but also to jointly solve
the elasticity problem (e.g., [27,53,63]). For example, Guan et al. [27] present a
LP formulation to determine the number of containers and their placement on
a static pool of physical resources; nevertheless, vertical scaling operations are
not considered. Nardelli et al. [53] propose an optimization problem formulation
of the elastic provisioning of VMs for container deployment taking into account
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the time needed for the deployment reconfiguration. A multi-level optimization
problem is defined: at the first level, it deals with the elastic adaptation of the
number and type of application instances (i.e., containers); at the second level, it
defines the container placement on a set of VMs that can be elastically acquired
and released on demand. Rossi et al. [63] propose a two-step approach that
manages the run-time adaptation of container-based applications deployed over
geo-distributed VMs. An ILP problem is formulated to place containers on VM,
with the aim of minimizing adaptation time and VM cost.

Some works have addressed the problem of offloading computation in a fog
environment, For example, Liu et al. [42] formulate a multi-objective optimiza-
tion problem, which involves minimizing the energy consumption, delay, and
payment cost. Chang et al. [21] propose an energy-efficient optimization prob-
lem to find the optimal offloading probability and transmission power. By using
the method of multipliers [14], they allow to deal with it in a distributed manner.

The main drawback of the mathematical programming approaches is scal-
ability. Indeed, the deployment problem is NP-hard and resolving the exact
formulation may require prohibitive time when the problem size grows.

Control Theory. A deployment policy based on control theory usually identifies
three main entities: decision variables, disturbance, system configuration. Then,
it adapts consolidate theory to determine the next system configuration that
satisfies the deployment objectives. The decision variables identify the place-
ment or replication of each application instance. The disturbances represent the
events that cannot be controlled, e.g., incoming data rate, load distribution,
and processing time; nevertheless, it is usually assumed that their future value
can be predicted, at least in the short term. By combining the decision vari-
ables, alternative configurations of the application deployment can be obtained,
which result in different performance, e.g., in terms of application latency or
throughput. There are three types of control systems: open-loop, feedback and
feed-forward. Open-loop controllers (without feedback) are based exclusively on
system input, not being able to analyze the output. Feedback controllers, on the
other hand, monitor the output of the system in order to correct any deviations
from the final goal. Feed-forward controllers can be used to implement a proac-
tive approach as they predict, using a model, the behavior of the system and
react before the error is produced.

Baresi et al. [10] model a control system for horizontal and vertical scaling
of applications. They combine infrastructure and application adaptation using a
novel deployment planner that consists of a discrete-time feedback controller. In
their work, a nonlinear, time-invariant dynamic system controls the application
response time as a function of the assigned CPU cores (decision variables) and
the request rate (disturbance). Zhu et al. [82] use control theory combined with
reinforcement learning techniques to adapt the applications deployment in cloud
computing environments. To dynamically add or remove VMs of cloud services,
Ali-Eldin et al. [6] propose two adaptive reactive/proactive controllers. They
model a cloud service and estimate the future load using queuing theory.
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Queuing Theory. Queuing theory is often used to estimate the application
response time. The key idea is to model the application as a queuing network
with inter-arrival times and service times having general statistical distributions
(e.g., M/M/1, M/M/k, Gi/G/k). To simplify the analytical investigation, the
application is considered to satisfy the Markovian property, thus leading to ap-
proximated system behavior (and performance metrics).

Since queuing theory allows to predict the application performance under dif-
ferent conditions of load and number of replicas, it is often used to drive scaling
operations (e.g., [11,47]), also in combination with other techniques (e.g., [6,66,71]).
Mao et al. [47] model a four-tier application using queuing theory. A centralized
deployment controller takes scaling decisions using the queuing model of each
application layer. Using a Layered Queuing Network, Barna et al. [11] use the
number of user requests and the application topology to estimate the resource
utilization and application response time. Ali-Eldin et al. [6] and Tesauro et
al. [71] combine queuing theory with control theory and machine learning, re-
spectively.

Machine Learning. In the field of machine learning, reinforcement learning
(RL) is a special technique that has been used to adapt the application deploy-
ment at run-time. RL refers to a collection of trial-and-error methods by which
an agent can learn to make good decisions through a sequence of interactions
with a system or environment. As such, the agent learns from experience the
adaptation policy, i.e., the best adaptation action to take with respect to the
current system state. The system state can consider the amount of incoming
workload, the current application deployment, or its performance (e.g., [64]).
When the agent applies an action, the system transits in a new state and the
agent receives a reward, that indicates the action goodness. The received reward
and the next state transition usually depend on external unknown factors. One
of the challenges that arise in RL is the trade-off between exploration and ex-
ploitation. To maximize the obtained reward, the RL agent must prefer actions
known to provide high reward (exploitation). However, in order to discover such
actions, it has to try actions not selected before (exploration). The dilemma is
that neither exploration nor exploitation can be pursued exclusively without fail-
ing at the task. To maximize the expected long-term reward, the agent estimates
the so-called Q-function. It represents the expected long-term reward that fol-
lows the execution of an action in a specific system state. Different strategies can
be used to estimate the Q-function, ranging from model-free (e.g., Q-learning,
SARSA) to model-based solutions; these solutions exploit different degrees of
system knowledge to approximate its behavior [68].

RL has mostly been applied to devise policies for VM allocation and provi-
sioning (e.g., [7,71]) and, in a limited way, to manage containers (e.g., [31,64]).
Horovitz et al. [31] propose a threshold-based policy for horizontal container elas-
ticity using Q-learning to adapt the thresholds. Nouri et al. [56] describe a de-
centralized RL-based controller to scale a web application running on cloud com-
puting resources. Interestingly, they design a decentralized architecture, where
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each server is responsible for maintaining the performance of its own-hosted
applications, while fulfilling the requirements of the whole system. This decen-
tralized approach is well suited to rule complexity of nowadays fog computing
environments.

Being model-free solutions, Q-learning and SARSA may suffer from slow
convergence rate. To overcome this issue, Tesauro et al. [71] propose a hybrid RL
method to dynamically allocate homogeneous servers to multiple applications.
They combine the advantages of both explicit model-based methods and tabula
rasa RL. Instead of training a RL module online, they propose to train offline
the RL agent using collected data, while an initial policy (based on a queuing
model) drives management decisions in the system. Arabnejad et al. [7] combine
Q-learning and SARSA RL algorithms with a fuzzy inference system that drives
VM auto-scaling. Rossi et al. [64] present RL policies to control (horizontal and
vertical) elasticity of containers so to satisfy the average application response
time. To speed-up the learning phase, they propose a model-based RL approach
that exploits the (known or estimate) system dynamics.

Another approach to solve the slow convergence rate of RL consists in ap-
proximating the system state or the action-value function; as such, the agent can
explore a reduced number of system configurations [68]. Tang et al. [70] propose
a RL algorithm that controls the migration of containers in a fog environment.
In particular, they define a multi-dimensional Markov Decision Process aimed
to minimize communication delay, power consumption and migration costs; in-
terestingly, to deal with the large number of system states, the authors integrate
a deep neural network within the Q-learning algorithm.

Recently, RL approaches have also been used to drive the decision of offload-
ing computation from mobile devices to cloud resources (e.g., [5,76]). Alam et
al. [5] propose a deep Q-learning based offloading policy suited for mobile fog
environments. To minimize the service latency, offloading decisions are taken by
considering resource demand and availability as well as the geographical distri-
bution of mobile devices. Xu et al. [76] present a post-decision state solution
for managing computing resources, which learns on-the-fly the optimal policy of
dynamic workload offloading and edge resource provisioning.

Heuristics. Different heuristics have been proposed to solve the placement
and elasticity of container-based applications. The most popular heuristics in-
clude: greedy heuristics (e.g., [66,78]), fuzzy logic (e.g., [7,46]), threshold-based
heuristics (e.g., [11,40]), meta-heuristics (e.g., [28,35]), and specifically designed
solutions (e.g., [55]).

Due to their design simplicity, greedy heuristics are often adopted to allocate
containers. Yigitoglu et al. [78] propose to place the application containers on
the available fog resources in a greedy first-fit manner. Souza et al. [66] propose
a greedy best-fit heuristic that first sorts the applications according to their
processing demand, and then allocates them on the available fog resources; if
there is not enough processing capacity available, cloud computing resources are
used. Along with the simple best-fit solution, the authors also propose a “best-
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fit with queue” heuristic that offloads applications to the cloud, exploiting the
estimated application response time.

The purpose of fuzzy logic is to model human knowledge; it allows to con-
vert knowledge in rules, that can be applied to the system to identify suitable
deployment actions. The fuzzy logic usually includes three phases: fuzzification,
fuzzy inference, and defuzzification. In fuzzification, system states or metrics
are converted into equivalent fuzzy dimensions by using a membership function.
During fuzzy inference, fuzzy inputs are mutually compared to determine the
corresponding fuzzy output. A set of fuzzy rules assists in this case. Fuzzy rules
are collections of if-then rules that represent how to take decisions and control
a system according to human knowledge. In a fuzzy inference, any number of
fuzzy rules can be triggered. Then, the fuzzy outputs are combined through a de-
fuzzification function so to derive a metric related to the application placement
request. Mahmud et al. [45] propose a QoE-aware placement policy based on
fuzzy logic, which prioritizes different application placement requests and clas-
sifies fog computing resources. Arabnejad et al. [7] combine the fuzzy controller
with a model-free RL algorithm to horizontally scale VMs at run-time.

Many solutions exploit best-effort threshold-based policies to change the ap-
plication replication degree or to recompute the application instance placement
at run-time. Threshold-based policies represent the most popular approach to
scale at run-time application instances (i.e., containers) also for the cloud infras-
tructure layer. Orchestration frameworks that support container scaling (e.g.,
Kubernetes, Docker Swarm, Amazon ECS) usually rely on best-effort threshold-
based policies based on some load metrics (e.g., CPU utilization). The main
idea is to increase (or reduce) the application parallelism degree or to change
the application instance placement as soon as a QoS metric is above (or below)
a critical value. Several works use as QoS metric the utilization of either the
system nodes or the application replicas. Most of works use policies based on
the definition of static thresholds. Barna et al. [11] propose a static threshold-
based algorithm which determines the scaling action taking into account the
average CPU utilization of the containers in a cluster. Static thresholds are also
used for planning the adaptation of container deployment (e.g., [39,40,3,36]).
Khazaei et al. [39,40] take into account CPU, memory, network utilization to de-
termine the scaling action of container-based application. Al-Dhuraibi et al. [3]
propose Elasticdocker, which employs a threshold-based policy to vertically
scale CPU and memory resources assigned to each container. Kaur et al. [36] use
a static threshold-based approach to enable container migration. The migration
would be initiated whenever the utilization of the computing nodes exceeds or
falls behind the predefined upper and lower threshold limits, respectively. All
these approaches require a manual tuning of the thresholds, which can be cum-
bersome and application-dependent. To overcome this limitation, Horovitz et
al. [31], for example, propose a threshold-based policy for horizontal container
elasticity that uses Q-learning to dynamically adapt the thresholds at run-time.

Among meta-heuristics, we can include local search, simulated annealing,
and genetic algorithms. Greedy approaches or local search solutions that greedily
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explore local changes may get stuck in local optima and miss the identification
of global optimum configurations. Conversely, simulated annealing is a popular
meta-heuristic that first aims to find the region containing the global optimum
configuration, and then moves with small steps towards the optimum. To the
best of our knowledge, simulated annealing has not been yet used in the context
of fog computing. Starting from initial configuration, this technique randomly
generates a new neighbouring configuration, aiming to find a better deployment
solution. If the best computed solution does not improve the previous one, it can
be accepted with a certain probability (referred as temperature), which decreases
over time (e.g., [2]).

A genetic algorithm generates a random population of chromosomes, which
represent deployment configurations. Then, it performs genetic operations, such
as crossover and mutations, to obtain successive generations of these chromo-
somes. A crossover operator takes a pair of parent chromosomes and generates
an offspring chromosome by crossing over individual genes from each parent.
A mutation operator randomly alters some parts of a given chromosome so to
avoid to get stuck in a local optimum. Afterwards, the genetic algorithm picks
the best chromosomes from the entire population based on their fitness values
and eliminates the rest. This process is repeated until a stopping criterion is met.
Guerrero et al. [28] present a genetic algorithm for container horizontal scaling
and allocation on physical machines; however, this solution does not take ex-
plicitly into account the characteristics of a geo-distributed environment (i.e.,
network delay between fog resources). To solve the fog placement problem, Tan
et al. [69], Wen et al. [73], and Mennes et al. [49] propose service placement
solutions based on genetic algorithms. Tan et al. [69] provide a novel problem
definition of the two-level container allocation problem. Specifically, they de-
sign a genetic algorithm to automatically generate rules for allocating VMs to
physical nodes. Even though genetic algorithms considerably reduce the need of
systematically exploring large solution space (thus reducing the resolution time),
they are not well suited to quickly react to the dynamism of a fog computing
environment. To overcome this issue, recent approaches combine genetic algo-
rithms with Monte Carlo simulations (e.g., [23,15]). De Maio et al. [23] focus on
offloading application tasks in a mobile edge computing scenario, whereas Brogi
et al. [15] target the multi-service application placement in the Fog.

Kaur et al. [36] consider a multi-layer computing infrastructure that allows
to process tasks on fog and cloud computing resources. The scheduling problem
maps tasks to broker and, then, from broker to containers across VMs. To solve
the task scheduling problem, the authors propose a game theoretical solution.
The primary objective of the cooperative game is to schedule the set of task
requests to containers so that the overall energy utilization of VMs and response
time of tasks are minimized. In the game, each player (i.e., broker) attempts to
reduce the overall communication cost based on its current bandwidth and load
status. The utility function of brokers is formulated using weighted contributions
of these two metrics (i.e., bandwidth and load).
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3.5 Deployment Controllers

The deployment controller is the software component in charge of controlling the
deployment of applications or computing resources. In the context of fog com-
puting, deployment controllers usually manage the execution of (containerized)
applications on heterogeneous and geo-distributed computing resources. Besides
determining the initial deployment, this controller can be used to adapt the ap-
plication deployment at run-time so to respond to system or workload changes.
The deployment controller usually provides deployment mechanism, so it can be
equipped with centralized or decentralized deployment policies. Few solutions
integrate the deployment controller within the application code (e.g., embedded
elasticity [4]). Having no separation of concerns, the application itself should also
implement mechanisms and policies steering the adaptation. Although this ap-
proach enables optimized scaling policies, it complicates the application design.

Conversely, most research efforts use an external deployment controller to
carry out the adaptation actions (e.g., [22,11,31,40,9,30,41,64]). Such approach
improves software modularity and flexibility. Kimoviski et al. [41], for example,
propose SmartFog, a nature-inspired fog architecture. Modeling the fog environ-
ment as the human brain, SmartFog is capable of providing low-latency deci-
sion making and adaptive resource management. The fog nodes are modeled as
neurons, while the communication channels as synapses. Fog nodes are capa-
ble of self-clustering into multiple functional areas. IoT devices and sensors are
represented as the sensory nervous system. Cloud computing resources support
communication between the different functional areas.

Extending the existing orchestration tools (see Section 4), the external con-
trollers usually implement a MAPE control loop [38]. The latter includes four
main components (Monitor, Analyze, Plan and Execute) that manage the self-
adaptation functions. The Monitor collects data about the application and the
execution environment. The Analyze component uses the collected data to deter-
mine whether an adaptation is beneficial. If so, the Plan component determines
an adaptation plan for the application, which is enacted through the Execute
component. Different patterns to design multiple MAPE loops have been used in
practice by decentralizing the self-adaptation components [74], being the master-
worker the most used one. In the master-worker decentralization pattern, the
system includes a single master, which runs the centralized Analyze and Plan
phases, and multiple independent workers, which run the decentralized Mon-
itor and Execute phases. To manage services in a fog environment, De Brito
et al. [22] propose an architecture that includes a multitude of decentralized
agents, coordinated by a single orchestrator (which could be elected among the
agents). For container deployment in a fog computing environment, Hoque et
al. [30] extend an existing orchestration tool (i.e., Docker Swarm) according
to a master-worker decentralization pattern. No fog-aware orchestration policy
is provided. A centralized master component allows to more easily design the
self-adaptation policies and compute globally optimal reconfiguration strategies.
However, it may easily become the system bottleneck when it has to control a
great number of entities in a large-scale geo-distributed system.



Self-adaptive Container Deployment in the Fog: A Survey 17

4 Container Orchestration Tools

To simplify the deployment and management of applications over fog and cloud
computing resources, most of the existing solutions exploit software containers. A
software container allows to tie an application with all the dependencies required
for its execution, such as libraries, configurations, and data. Docker is the most
popular container management system, which allows to create, distribute, and
run applications inside containers. Although it is easy to manually deploy a single
container, managing a complex application (or multiple applications) during its
whole lifetime requires a container orchestration tool. The latter automatizes
the container provisioning, management, communication, and fault-tolerance.
Although several container orchestration tools exist [20,61], nowadays the most
used ones in the academic and industrial scenarios are Docker Swarm, Apache
Mesos, and Kubernetes.

Docker Swarm is an open-source platform that enables to simplify the exe-
cution and management of containers across multiple computing nodes1. There
are two types of nodes: managers and workers. The manager nodes perform the
orchestration and management functions required to maintain the desired cluster
state; they elect a single leader to conduct orchestration and scheduling tasks.
The worker nodes execute tasks received from the leader node; they do not par-
ticipate in taking scheduling decisions and in maintaining the cluster state. To
manage the global cluster state, the manager nodes implement the Raft algo-
rithm for distributed consensus [57]. Let n be the number of managers, Raft
tolerates up to (n− 1)/2 failures and requires a quorum of (n/2) + 1 managers
to agree on the cluster state. Having the same consistent state across the cluster
means that, in case of unexpectedly leader failure, any other manager can restore
the services to a stable state.

Apache Mesos allows to share resources in a cluster between multiple frame-
works ensuring resource isolation2. Mesos can be considered as a kernel for the
data center: it provides a unified view of all node resources and shares the avail-
able capacity among heterogeneous frameworks. The main components of Mesos
are the master, the workers and the (external) frameworks. The master is respon-
sible for mediating between the worker resources and the frameworks. At any
point, Mesos has only one active master, which is elected through distributed
consensus using Zookeper. The master offers worker resources to frameworks,
and launches tasks on workers for the accepted offers. The workers manage vari-
ous resources (e.g., CPU, memory, storage), and can execute tasks submitted by
the frameworks. A framework is an application to run on Mesos and consists of,
at least, a scheduler and an executor. The framework scheduler is responsible for
accepting or rejecting resources offered by Mesos, while the executors consume
resources to run application-specific tasks.

1 https://docs.docker.com/engine/swarm/
2 http://mesos.apache.org

https://docs.docker.com/engine/swarm/
http://mesos.apache.org
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Kubernetes3 is an open-source platform developed and released by Google
to manage container-based applications in an autonomic manner. Kubernetes
architecture also follows the master-worker decentralization pattern, where the
master uses worker nodes to manage resources and orchestrate applications (us-
ing pods). Multiple master nodes provide a highly-available replicated cluster
state through the Raft consensus algorithm. A worker node is a physical or
virtual machine that offers its computational capability for executing pods in a
distributed manner. A pod is the smallest deployment unit in Kubernetes, which
consists of a single container or a reduced number of tightly coupled contain-
ers. When multiple containers run within a pod, they are co-located and scaled
as an atomic entity. To provide a specific service, Kubernetes can ensure that a
given number of pods are up and running using a ReplicaSet. To further simplify
the deployment of applications, Kubernetes exposes DeploymentControllers, a
higher-level abstraction built upon the ReplicaSet concept. Kubernetes includes
Horizontal Pod Autoscaler, which automatically scales the number of pods in a
DeploymentController by monitoring, as default metric, CPU utilization. Exper-
imental results in [34] demonstrate that, for complex application deployments,
Kubernetes performs better than other orchestration tools.

We observe that all the above-mentioned orchestration tools have been specif-
ically designed for clustered environments, so they are not well-suited for man-
aging applications in a geographically distributed environment. Indeed, their
placement policies do not take into account the heterogeneity and geographic
distribution of the available computing resources. For example, Kubernetes’ de-
fault scheduler spreads containers on cluster’s worker nodes, while Docker Swarm
distributes containers so to optimize for the node with the least number of con-
tainers. We also note that, as regards elasticity, these orchestration tools are
usually equipped with basic policies, such as static threshold-based policies on
system-oriented metrics. As discussed in Sect. 3.4, setting such thresholds is a
cumbersome and error-prone task and may require knowledge of the applica-
tion’s resource usage to be effective. To address these limitations, some research
works aim to improve existing orchestration tools (e.g., [55,65,72,75]). Wu et
al. [75] modify Kubernetes Horizontal Pod Autoscaler to adapt at run-time the
deployment of containerized data stream processing applications according to
the predicted load arrival rate. Netto et al. [55] propose a state machine ap-
proach to scale Docker containers in Kubernetes. Santos et al. [65] extend the
default Kubernetes scheduler so to select nodes using a policy that minimizes
the round trip time between the node and a target location (labels are used to
statically assign the round trip time to each node).

5 Simulation Tools

A large number of research works resort on simulation to evaluate application
performance in distributed computing environments (e.g., [2,27,32,45,66,69]). On
the one hand, simulators enable to more easily evaluate deployment policies
3 https://kubernetes.io
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under different configurations and workload conditions. On the other hand, it
is not often clear how accurately they capture the dynamism of distributed
computing environments. Fog simulators allow to model the heterogeneity of
computing resources, which can be geographically distributed. Fog resources are
often organized as a graph; some simulators allow to further aggregate resources
in groups (also called cloudlets or micro-data centers). Although most recent
simulators model both cloud and fog computing resources, few existing solutions
offer the possibility to simulate mobility.

ContainerCloudSim [59] is a discrete-event-based simulator that supports
the evaluation of different container placement policies in cloud environments.
Extending CloudSim [18], ContainerCloudSim allows to model hosts, VMs, con-
tainers, and tasks. For each host, its processing, memory, and storage capacity,
as well as the belonging data center should be specified. Each host can run one
or more VMs where containers can be deployed. For each container, it should be
specified the required CPU and memory resources, needed to execute tasks.

EmuFog [48] is a framework for emulating a fog environment. In EmuFog,
a network is modeled as an undirected graph of devices (switches and routers)
connected together through communication channels (links). To create a fog
environment, the first step is to translate the network topology (generated or
imported) in a network topology supported by EmuFog. The second step consists
in defining the type and location of nodes. Although EmuFog allows to easily
create fog environments, it does not support application modeling.

iFogSim [29] provides a platform to simulate a fog environment and to de-
ploy applications. Based on CloudSim, it supports elasticity and migration of
VMs. The fog network topology structure should be tree-like: the deployment
of application instances starts from tree leaves (fog nodes) and proceeds up to
the tree root (usually, the cloud). iFogSim allows to monitor latency, network
congestion, energy consumption and resource utilization of the application in-
stances. The application is modeled as a directed graph: vertices represent the
processing units (i.e., modules), whereas edges are the data flow between the
modules. The communication between the different application modules occurs
by sequentially sending tuples. With respect to the other simulators, iFogSim
allows to model realistic multi-component applications. Nevertheless, it is not
possible to express network topologies different from tree-like. Furthermore, it
does not support node mobility. To overcome this limitation, Lopes et al. [43]
proposed MyiFogSim, an extension that supports mobility.

6 Open Challenges and Research Directions

Extending cloud computing, fog computing promises to improve scalability of
distributed applications and to reduce their response time. Nevertheless, the fog
environment presents several key features (e.g., large-scale distribution, resource
heterogeneity) that introduce new challenges. The research community has been
dealing with these challenges in the last years; however, we are still at the first
stages, and there are several open issues and research directions to investigate.



20 V. Cardellini, F. Lo Presti, M. Nardelli, F. Rossi

Among all the interesting challenges, we identify a few of them that we con-
sider to be of utmost importance: elasticity and placement of multi-component
applications, mobility, scalability, fault-tolerance, security, and SLA definition.

The existing deployment algorithms usually consider single-component ap-
plications. However, modern applications often result by composing multiple
micro-services, where the adaptation of an application component is likely to
affect other components. In a fog environment, the limitation of computing
resources further stresses the need of optimized adaptation actions that pro-
actively change the multi-component application deployment.

Today’s applications exploit elasticity to efficiently use resources and react
to dynamic working conditions. The fog environment comes with a high num-
ber of heterogeneous resources, which often rely on a poor Internet connection.
These features call for efficient solutions for determining an application place-
ment, which should efficiently deal with the uncertainty of computing resources
and incoming workloads. So far, there is only a limited number of fog-specific
and mobility-aware solutions (e.g., [50]); most of the existing approaches solve
the application deployment problem in a centralized manner. Moreover, mobility
of fog resources have been so far scarcely studied, notwithstanding that it can
lead to new applications and research directions, where mobile resources are op-
portunistically exploited to reduce the dependence over geographically bounded
fixed fog resources.

Nowadays, orchestration tools present only a partially decentralized architec-
ture, which could not be suitable to manage complex applications in a geograph-
ically distributed environment. In a master-worker architecture, collecting mon-
itoring data on the master and dispatching the subsequent adaptation actions to
the decentralized executors may introduce significant communication overhead.
Furthermore, the master may easily become the system bottleneck when it has to
control a multitude of entities scattered in a large-scale geo-distributed environ-
ment. To increase scalability, a hierarchical architecture could be investigated:
exploiting the benefits of both centralized and decentralized architectures and
policies, it could be well suited for controlling applications in a fog environment.
The hierarchical control pattern revolves around the idea of a layered architec-
ture, where each layer works with time scales and concerns separation. Given
the great amount of interconnected devices and the system dynamism, also the
deployment algorithms should be as scalable as possible.

The definition of multi-component applications that run on edge devices also
exposes new security risks and trustiness issues, which should be addressed to
boost the utilization of fog computing. Most of the existing deployment solu-
tions neglect security-related issues. However, security is a first-class citizen in
the fog environment: while allocating containers on fog resources, privacy con-
straints should be taken into account, as well as the security of the commu-
nication channels among the fog resources. The limited energy, network, and
computing capacity of fog resources also requires to investigate whether exist-
ing fault-tolerance mechanisms can be adopted in the fog. Processing data at
the network periphery, device (or connectivity) failures can easily compromise
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the application availability and integrity. Considerations should be also made
observing that nearby fog resources are more likely to fail simultaneously (e.g.,
due to connectivity outage).

Also monitoring and enforcing the QoS of multi-component applications is
challenging in a fog environment. SLAs as defined today do not fit well in the
emerging environment, where applications can exchange data across multiple
service providers and, most importantly, can run on resources under different
administrative domains. In a fog environment, it could be also difficult to collect
application and service provisioning metrics, needed to evaluate the SLA ful-
fillment. The dynamism and heterogeneity of fog resources further increase the
difficulty of controlling the application performance.

To conclude, we can observe that deployment solutions for fog environments
are at their early stages; therefore, novel solutions that account for the distinctive
fog computing features are needed. Methodologies that have been successfully
adopted for cloud resources can be considered for the fog environments. For
example, it would be interesting to further investigate the applicability of evo-
lutionary algorithms, e.g., deep learning, genetic algorithms, and game theory,
for adapting the deployment of microservice-based applications.
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