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Abstract

The ICT industry and specifically critical sectors, such as healthcare, transportation, energy and government, require as mandatory
the compliance of ICT systems and services with legislation and regulation, as well as with standards. In the era of cloud computing,
this compliance management issue is exacerbated by the distributed nature of the system and by the limited control that customers
have on the services. Today, the cloud industry is aware of this problem (as evidenced by the compliance program of many cloud
service providers), and the research community is addressing the many facets of the legal-rule compliance checking and quality
assurance problem.

Cloud service brokerage plays an important role in legislation compliance and QoS management of cloud services. In this paper
we discuss our experience in designing a legal-rule and QoS-aware cloud service broker, and we explore relate research issues.
Specifically we provide three main contributions to the literature: first, we describe the detailed design architecture of the legal-rule
and QoS-aware broker. Second, we discuss our design choices which rely on the state of the art solutions available in literature.
We cover four main research areas: cloud broker service deployment, seamless cloud service migration, cloud service monitoring,
and legal rule compliance checking. Finally, from the literature review in these research areas, we identify and discuss research
challenges.

Keywords: Cloud computing, Autonomic computing, Legislation compliance checking, Optimization, Quality of Service,
Monitoring, Service Migration, Service portability

1. Introduction

In the ICT industry service providers, developers and inte-
grators as well as customers should be aware that law and reg-
ulation introduce functional and non-functional constraints that
must be included by-design inside the systems and maintained
during their operation. In the era of cloud computing, and
specifically in a public cloud scenario, this compliance man-
agement issue is exacerbated, because the customer essentially
outsources data processing and storage to service providers that
could be non-compliant with the customer legislation (e.g., as
regards data protection).

An important role in law/regulation compliance management
of cloud services can be played by a cloud broker [1, 2, 3] that
works as an intermediary in the service procurement process
and as a third party controller during the whole service life
cycle. The broker should provide services to both customers
and cloud service providers, for example: discovery of services
compliant with law and Service Level Agreements (SLAs); run-
time monitoring of service level metrics; monitoring of legisla-
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tion changes; law and QoS compliance checking during the ser-
vice on-boarding phase and, at run-time, during the service evo-
lution phase; aggregation, composition, optimization, orches-
tration of cloud services.

In this paper we describe the detailed design of a legal-rule
aware cloud service broker in the framework of the Cloud for
Europe initiative [4], and we extensively discuss the emerged
design and research challenges. Specifically, we focus on four
of the most demanding functionalities of the broker, which we
refer to also as design challenges, and that are:

• F1 – Legal-rule compliance checking is the broker capa-
bility of verifying (off-line and at run-time) that cloud ser-
vice providers and cloud services are compliant with a le-
gal framework, also as a mix of different supra-national
or national legislations. An example of a tool to check
cloud service law compliance is described in [5]. The
legal-rule compliance must be monitored during the ser-
vice on-boarding phase as well as at run-time, during the
service evolution phase.

• F2 – Legislation dynamic management is the broker ca-
pability of dynamically tracking changes in legislation or
changes in service features that may bring to a violation of
the legal requirements.

• F3 – QoS monitoring is the broker capability of monitoring
and analyzing QoS metrics. The monitoring is functional
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Figure 1: Dependencies among the broker’s components implementing func-
tionalities F1–F4.

both to check legal compliance and to verify that SLAs
are guaranteed. The monitoring mechanism provided by
a broker must be scalable to cope with a huge amount of
data coming from many service instances.

• F4 – Seamless service migration refers to the ability to de-
fine and deploy a cloud service migration plan for the in-
volved services, minimizing the service downtime. Seam-
less service migration relies on standard data formats and
platform-independent computing environments.

An important pillar for both the F3 – QoS monitoring, and
F4 – seamless service migration, is the deployment model of
cloud services and the related technologies, as we will discuss
later in this paper.

Functionalities F1 – F4 are strictly inter-dependent, as repre-
sented in Figure 1. Legal rules influence the service level objec-
tives included in the SLA, the functional requirements (e.g., ser-
vice migration towards another service provider to prevent ven-
dor lock-in) and the structure of the processes behind the ser-
vice implementation. Therefore, F1 influences the SLA metrics
and the monitoring procedures (F3). On its turn, monitoring
of QoS metrics (F3) is not only fundamental for guaranteeing
SLAs, but it also takes part in the dynamic management of leg-
islation compliance (F2). Finally, seamless service migration
(F4) requires QoS monitoring (F3) and legal-rule compliance
checking (F1) support from the broker.

Hence, the need arises for an integrated framework capable
to offer these functionalities and to address the related research
issues in an intertwined and integrated manner.

1.1. Research Contributions

In literature many research works have focused on cloud ser-
vice brokerage by addressing different issues, such as interop-
erability [6, 7], service discovery and matching [8], quality as-
surance and optimization [7, 9, 10, 11, 12], and legislation com-
pliance [13]. However, those works address only one issue at
a time, while only our previous works [3, 14] and this paper
jointly address within a unified framework the design of a bro-
ker that integrates the functionalities F1 – F4.

This paper contributes to the literature as follows:

• We provide a more detailed design architecture of the bro-
ker initially proposed in [3]. The architecture proposed in
our previous research has been largely extended and im-
proved.

• We discuss our broker implementation choices selected
from the state of the art solutions available in literature.
We do not only address F1 – F4, but we also focus on the
mechanisms and technologies for the service deployment,
which are functional to F3 and F4.

• We review the literature and we identify and discuss re-
search challenges in the following areas: cloud broker ser-
vice deployment, seamless cloud service migration, cloud
service monitoring, and legal rule compliance checking.

Our main findings are: we strongly recommend a broker
which plays an active role in the service deployment. We sug-
gest to use container technologies supported by TOSCA-based
orchestration tools to cope with portability and provide seam-
less service migration. TOSCA, Docker, Cloudify and Kuber-
netes are examples of standards and technologies for service
portability, but they are still not mature and the landscape is still
fragmented. Monitoring of containers, assessment of scalabil-
ity and elasticity, and evaluation of consistency in Cloud data
storages are three challenges in QoS monitoring, which is func-
tional to QoS assessment. Models and tools for legal compli-
ance checking and management are available on the scene, but
they are still fragmented and not accessible as a unique frame-
work, and here the main challenge is to deal with different le-
gal tradition sources, legal concepts in different languages, the
interpretation level, and the interface module to allow human
experts to take a decision.

1.2. Paper Organization

To better contextualize the use of the proposed cloud service
broker and to make easily understandable the functionalities we
designed, we consider a real scenario described in Section 2.
The purpose of the scenario is also to make practical and fo-
cused the discussion of the research challenges. In Section 3
we discuss related work on QoS and legal-rule aware cloud ser-
vice brokerage and on related enabling technologies. In Sec-
tion 4 we present the detailed design of the broker. Section 5
focuses on the proposed solution to address the design chal-
lenges. Finally, we discuss research open issues in Section 6
and we conclude with final remarks in Section 7.

2. Reference Scenario

Let us consider, as driving example, the problem of procure-
ment of governmental cloud services, that have functional and
non-functional requirements imposed by European, national
and local legislation and regulation. In this scenario (see Fig-
ure 2), a government agency willing to use a public cloud ser-
vice needs to check the compliance of that service with the leg-
islation framework. Furthermore, it needs to evaluate if the ser-
vice can guarantee the QoS level needed by its customers.
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Figure 2: Reference scenario.

To carry out such controls, the government agency could ben-
efit from an intermediary (a broker) that offers the access to a
marketplace of services that are certified as being compliant
with the current legislation. Furthermore, the broker allows
the agency to discover services that fit the customers’ func-
tional and non functional needs. Additionally, the broker is in
charge of monitoring and guaranteeing both legislation com-
pliance and QoS assurance/SLA satisfaction at run-time, i.e.,
during the service usage. Finally, the broker must also support
service portability [15] that is, to allow the customer to migrate
an application from a cloud infrastructure and/or platform to
another one with minimal or even without efforts, so to avoid
vendor lock-in and retain the ability for future strategical deci-
sions.

Figure 2 represents the business level view of the broker (we
use the TOGAF representation [16]), that include the actors in-
volved in the scenario, the business functionalities offered by
the broker, and the product available by the marketplace. The
broker is managed by the Broker Manager that is also in charge
of supervising the cloud services enrollment in the marketplace,
in monitoring SLAs and auditing the cloud service providers.
The government agencies are the customers of the broker. They
request for accreditation/registration and for service discovery,
that include specification of the SLA and functional require-
ments. The marketplace emerges from the services exposed by
cloud service providers. The latter generate requests for ac-
creditation, requests for service on-boarding, and notify service
updates. Cloud service providers are monitored by the broker
to verify that the offered SLAs are guaranteed at runtime and to
audit QoS and compliance with law and standards. Legal ex-
pert are in charge of modeling the legislation. Legislators and
the Government are those who define and change laws and reg-
ulations. The broker functionalities are represented as business
services (we show in light green the functionalities considered
in the paper).

We also suppose that the marketplace offers the following
types of services: infrastructure services, system-level virtu-

alization services, distributed applications and Software-as-a-
Service. Infrastructure services are used to setup virtual in-
frastructures. Those services are typically offered by Infras-
tructure as a Service (IaaS) providers. System-level virtual-
ization services (i.e., containers) are needed to implement and
deploy portable applications. Those services are typically of-
fered by Container as a Service (CaaS) or IaaS providers. Con-
tainers have been selected as a universal cloud application and
deployment technology [17] to support seamless service mi-
gration (as detailed in Section 5). Distributed applications
run on top of virtualized infrastructures; typical examples are
client/server applications realized by composing and orchestrat-
ing IaaS/CaaS services.

An example of such a broker is demanded by the Cloud for
Europe initiative [4, 18, 19]. However, the principles behind the
broker we propose are independent from the specific sector of
application; furthermore, the broker can provide functionalities
that are sector agnostic.

3. Related Work

In this section we review the state-of-the-art approaches in
literature, broadly classified into cloud service brokerage re-
lated work and enabling technologies related work.

3.1. Cloud Service Brokerage
According to the NIST definition [1], a cloud broker is “an

entity that manages the use, performance, and delivery of cloud
services, and negotiates relationships between cloud providers
and cloud consumers”. A similar definition is given by Gart-
ner [20], while the concept of autonomicity is introduced in [2],
that envisions a broker capable of performing automatic re-
source provisioning and management, as well as automatic de-
ployment across multiple clouds.

The problem of cloud service brokerage has been addressed
from different perspectives in the literature but, to the best of
our knowledge, no research work addresses explicitly the prob-
lem of legal compliance checking, except for [13] where the au-
thors propose a distributed cloud proxy for monitoring and con-
trolling the cloud service consumption. The aim of the proxy
is to enable compliance to all privacy, legal, and regulatory is-
sues regarding the service consumption. However, the proxy is
comparable to an application layer gateway for cloud comput-
ing service and cannot be exactly classified as a broker.

The need for brokering mechanisms and policies particularly
arises in cloud federation architectures, such as Intercloud [2],
which is the first approach going towards the direction of build-
ing a unified platform composed by federated providers that can
exchange information through super-entities. Service brokering
is expected also to facilitate cloud adoption by simplifying the
matching of users’ needs [8], to rise trust in cloud computing
and to facilitate the procurement of cloud services in the pub-
lic sector providing added-value services [7, 21]. In [22] the
authors describe the concepts of cloud bursting and cloud bro-
kerage and discuss the open management and security issues
associated with the two models. They also present a possible ar-
chitectural framework capable of powering the brokerage based
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cloud services; such framework is currently being developed in
the scope of OPTIMIS [23], an EU FP7 project. Cloud Agency,
which is proposed in [24] in the framework of the mOSAIC EU
FP7 project [25], implements a multi-agent brokering mecha-
nism that is vendor agnostic and allows for the deployment of
mOSAIC applications on any cloud infrastructure. In [6] the
same authors present the architecture of the Broker Agent and
its implementation in Cloud Agency for the provisioning of bro-
kering service at the cloud platform layer. A request splitting
algorithm based on a mixed integer programming formulation
is proposed in [10], where the cloud service broker distributes
the user requests across multiple cloud providers.

Some works focus on the assignment of cloud providers’
resources to cloud consumers so to guarantee the consumers’
requirements. In [9] the authors propose a cloud brokerage
approach that optimizes the placement of virtual infrastruc-
tures across multiple cloud providers (each one with a differ-
ent infrastructure offer and pricing policy) and also abstracts
the deployment and management of infrastructure components
in these clouds. A cloud broker that can employ different as-
signment strategies for optimal deployment of virtual services
across multiple clouds, based on different optimization crite-
ria, user constraints, and different environmental conditions is
presented in [26]. Some limitations of this work, where only
one consumer at a time is considered and no preference can be
assigned to non-functional requirements, are overcome in [27].
Their proposed brokering architectures allows cloud consumers
to customize their requirements further to fine level and the as-
signment of consumer’s requirements to provider’s resources is
dynamically managed through a multiple criteria decision mak-
ing approach. However, all these approaches take a narrow per-
spective focused on optimizing the cloud resources allocation,
without considering other issues.

STRATOS [11] is another cloud broker service that permits
to deploy and manage cloud applications on multiple providers,
based on requirements specified in higher level objectives.
STRATOS solves a multi-objective optimization problem and
addresses the runtime adaptation issue. In [28] the authors con-
sider the service brokering at infrastructure (IaaS) level as a
mean to realizing delegation in cloud federations that is, to al-
low IaaS providers to leverage the capabilities available in a
federation. QBROKAGE [21] addresses the problem of scala-
bility and vendor lock-in by exploiting only public information
made available from service providers. The proposed solution
allows the deployment of applications on virtual machines run-
ning on multiple clouds. To this end, the authors propose a
genetic-based approach to choose a set of cloud providers that
can host the application while guaranteeing the QoS negotiated
for the application.

Smart Cloud Broker [12] is a suite of software tools that al-
lows IaaS consumers to evaluate and compare the performance
of services offered by different IaaS providers, and thus sup-
port the selection of the cloud configuration and provider with
the specifications that best meet the user’s requirements. Us-
ing Smart Cloud Broker, prospective cloud users can estimate
the performance of the different cloud platforms by running live
tests against representative benchmark applications under given

load conditions.
In [29] the authors envisage a brokerage framework that of-

fers mechanisms for recommending optimal services to con-
sumers in a platform-agnostic manner. The proposed frame-
work is based on a platform independent description of
consumer-expressed preferences regarding the service delivery.

A broker-based approach similar to that presented in this pa-
per is proposed in [7]. The broker receives from the customer
a call for proposal indicating functional and not functional re-
quirements (expressed through SLA) and returns as result the
best proposal, i.e. the best offer from providers. The SLA
takes into account the price, the time unit, a rating indicating
the best accredited provider, and the minimum accepted avail-
ability. However, the authors do not explicitly consider legal
rules in the adaptation process and do not address the runtime
adaptation problem as we do in this work.

In [8] the authors address the problem of cloud service
matching proposing an OWL-S based cloud services broker.
The complex constraints considered regard service location,
bandwidth, storage, cost, and usage. This solution can be also
used to solve the interoperability problem due to the lack of a
non standard way to expose the providers capabilities. Even
if their approach uses semantic reasoning as our approach, the
authors do not address the legal compliance problem and the
run-time adaptation problem.

Our literature review on service brokerage confirms that none
of the existing solutions addresses, through an integrated and
unified architecture, the functionalities F1–F4.

3.2. Enabling Technologies
In order to enable a legal-rule and QoS-aware cloud service

broker, two challenging requirements arise as prevalent: i) a
standard way to describe services and their orchestration, and
ii) a portable application environment. These requirements are
baseline for all the four functionalities we consider (F1−−F4).
We have identified in TOSCA (Topology and Orchestration
Specification for Cloud Application) and application contain-
ers the state of the art solutions that can emerge as de-facto
standards in the current cloud landscape to address the above
design challenges. In what follow, we briefly describe these
technologies and motivate their adoption.

3.2.1. Containers
The cloud industry has a growing interest in system level

virtualization [30]. The idea of containers dates back to 1992
[31] and have matured over the years with the introduction of
Linux namespace [32] and the LXC project [33], a solution
designed to execute full operating system images in containers.
Application containers [34] are an evolution of operating sys-
tem virtualization. Rather than packaging the whole system,
containers package application or even application components
(the so called microservices) which introduce a new granular-
ity level of virtualization and thus become appealing for PaaS
providers [30]. The main idea behind containers is the possibil-
ity of defining a container specific environment where to install
all the library dependencies, the binaries, and a basic configu-
ration needed to run an application.
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There are several management tools for Linux containers:
LXC, systemd-nspawn, lmctfy, Warden, and Docker [30, 34].
Furthermore, rkt is the container management tool for CoreOS.
The latter is a minimal operating system that supports popular
container systems out of the box. The operating system is de-
signed to be operated in clusters and can run directly on bare
metal or on virtual machines. CoreOS supports hybrid archi-
tectures (e.g., virtual machines plus bare metal). This approach
enables the CaaS solutions that are becoming widely available.

In our scenario (cf. Figure 2), there are many reasons to
elect containers as the building block technology to support
the Seamless Service Migration functionality. First, containers
give the possibility to execute a containerized application on
any platform that supports the container technology. Second,
containers provide a higher level of abstraction for the process
lifecycle management, with the ability not only to start/stop but
also to upgrade and release a new version of a containerized
service. The latter facilitates compliance checking against both
QoS requirements and legislation. Third, containers provide
also a solution to data portability. Docker provides the Docker
Volumes, which are specialized containers intended for data
management and facilitate data portability. Finally, contain-
ers allow to implement orchestration by means of specific plat-
form tools. For example, Kubernetes [35, 17] is an open-source
platform developed by Google for the automating deployment,
scaling, and operations of application containers across clusters
which provide the container-centric infrastructure. Kubernetes
supports run time scaling, seamlessly roll out and resource us-
age optimization.

3.2.2. TOSCA
TOSCA is an OASIS open standard [36] that defines an in-

teroperable meta-model of services and applications, enabling
portability and automated management across cloud providers,
regardless of the underlying platform or infrastructure [37].
These characteristics also facilitate the portable, continuous de-
livery of applications across their entire lifecycle. In short, they
empower a much higher level of agility and accuracy for busi-
ness in the cloud.

The TOSCA meta-model defines both the structure of a ser-
vice (e.g., an application or a cloud infrastructure service) as
well as how to manage it (e.g., deploy, patch and shutdown).
TOSCA’s models are technology agnostic. Indeed, TOSCA’s
artifacts intended as topologies (service structures) and plans
(process models), are portable and can thus be deployed on any
cloud provider infrastructure.

TOSCA is a suitable model to describe services implemented
as containerized applications and to orchestrate them. Fur-
thermore, the TOSCA standard, thanks to its flexibility, allows
to map the container lifecycle. As observed in [38], TOSCA
runtime lifecycle events (create, pre-configure, configure, post-
configure, start and stop) are superset of typical container run-
time events (deploy, init, stop and dispose).

Concerning orchestration, TOSCA allows to define non-
functional behavior or QoS by means of Policies. A Policy
can describe different things like monitoring behavior, payment

conditions, scalability, or continuous availability. The imple-
mentation of these policies are workflows and the TOSCA stan-
dard does not commit to any workflow language to describe the
necessary steps to implement any orchestration process.

Cloudify [39] is an open source cloud orchestration software
platform based on TOSCA. It automates the process of installa-
tion, deployment and also post-deployment such as monitoring,
remediation, and auto-scaling of the application stack. Cloudify
offers a plugin for Docker and Kubernetes.

In our reference scenario (cf. Figure 2) TOSCA is the pillar
to enable service interoperability and portability that require a
standard way to describe services and their orchestration. Inter-
operability and portability allow to implement Service Compo-
sition and Optimization, Service Discovery, and Seamless Ser-
vice Migration.

4. Broker Architecture

The solution we propose can be classified, according to
the NIST definition, as an intermediation – aggregation bro-
ker [40, 41, 42]. The detailed design architecture we present
in this section implement the broker described in the reference
scenario. It is an evolution of the high level architecture pro-
posed in [3], and is organized around four main groups of ser-
vices as depicted in Figure 3: User Interface; Quality Assur-
ance & Optimization; Migration; Legal Execution Framework.

The system architecture is represented using the TOGAF
framework [16] and the ArchiMate modeling language [43].
Put simply, TOGAF is a tool for assisting in the acceptance,
production, use, and maintenance of architectures. ArchiMate
provides uniform representations for diagrams that describe en-
terprise architectures.

In the architecture representation (see Figure 3) we use two
layered views. The Business Layer describes how the business
processes, services, functions and events are related to each
other and with the associated individuals and business units.
This layer is defined to be consisting of Information, Product,
Process and Organization domains. In the Application Layer,
the software applications that support the components in the
business layer, along with the information processed by these
applications, are described. This layer is defined to be consist-
ing of application and data domains.

In the following sections we provide a description of the main
services exposed by the broker and of how these services have
been implemented. We always refer to Figure 3 and implicitly
to our reference scenario (cf. Fig. 2 and Sec. 2). In the text
we use the verbatim font to denote architecture elements, e.g.,
components, services, actors, data objects.

4.1. User Interface
The User Interface group of services represents the access

point for the Cloud Service Providers (SPs), the Customers or
service consumers (SCs), and the Broker Manager. These ac-
tors interact with:

• The Registration & Authentication service that
manages the accreditation with the broker and the authen-
tication for accessing the broker services.
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Figure 3: Detailed design architecture of the legal-rule and QoS-aware cloud service broker (we show in green the services, processes, and components that are
discussed in details in the paper.

• The Service On-boarding service that manages the en-
rollment of new services in the broker, i.e., it allows the
SPs to submit the service description, the offered SLA
and it allows to start and manage the service on-boarding
phase and the service evolution during the service life cy-
cle. The Service On-boarding process is implemented
by the Service Orchestrator macro-component at the
application layer.

• The Contract Mgmt. service manages and stores con-
tracts (Service Provider – Broker, Customer – Broker, and
Customer – Service Provider);

• The Service Discovery, Comp. & Opt. Dash-

board provides: a graphical interface allowing the SCs to

specify their functional and non-functional requirements
as facts for the instantiation of the Legal Knowledge; an
automated service discovery tool to search in the cloud
service metadata registries the services matching the
customers’ needs. This tool returns to the customers the
(possibly aggregated) services matching their require-
ments, sorted by some utility criterion. The services are
ranked on the basis of an acceptance score.

These end-user functionalities are not further discussed in the
paper.

4.2. Quality Assurance and Optimization

The second group of services is the Quality Assurance &

Optimization which is composed of:
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• The QoS Assurance service: i) it provides the capabili-
ties to verify off-line the service compliance with the con-
straints imposed by law and regulation. It takes as input
all the information provided by the SP during the service
registration process. ii) It uses the Legal Execution Frame-
work to automatically check (at run-time) the compliance
to legislation in term of non-functional requirements, busi-
ness processes, standard adherence, and other constraints.
iii) It uses the data produced by the monitoring and analyt-
ics processes to asses the QoS level of the services.

• The QoS Monitor service is used by the Broker Manager
and the Customers to continuously monitor the QoS level
of their services and to asses the fulfillment of contract
obligations. The Cloud Service Provider accesses this ser-
vice to stream QoS monitored data through the broker.

The QoS Assurance service offers a wide range of func-
tionalities, hence it is realized by means of a set of business
processes, that are: Service Monitoring, Analytics, and
Composition & Optimization. Such processes are imple-
mented by a complex set of application layer services and com-
ponents.
Service Monitoring is implemented by the Monitoring

& Analytics component and is responsible for the continuous
runtime monitoring (SLA Monitor component) of the cloud
services. Monitoring is related to the SLA metrics described in
the SLA Metrics data object. Monitoring will be implemented
mixing push and pull modes. This is required because some
QoS metrics, such as scalability, elasticity and consistency (of
storage systems), are evaluated through a periodic benchmark-
ing activity. The goal of the Analytics component is to put
in place data analysis techniques with goal of predicting and
detecting SLA violations. The component inspects the moni-
tored data, computes direct and indirect metrics, determines if
the SLAs are violated, and/or forecasts the short term value for
those metrics. Hence, the Analytics component can trigger
some form of system adaptation to avoid SLA and legal-rule
violations.

The Service Orchestrator component implements the
Composition & Optimization service and the Execution

& Deployment service. The Service Orchestrator is no-
tified by the Monitoring & Analytics component and the
Legal Reasoner component in case of SLAs/law/regulation
violations. This component is in charge of planning some adap-
tation policy that could involve: service re-configuration, re-
source provisioning, traffic re-routing, service migration. The
service adaptation policy has, of course, the goal of maintaining
the compliance with law and regulation, but also to guarantee
that all the non-functional constraints are satisfied and the bro-
ker and/or customer utility is maximized. Our solution uses a
linear programming approach to optimize the service configu-
ration [14].

The Execution & Deployment application level service is
in charge of: managing the deployment of cloud services sub-
scribed by customers; implementing the decisions determined
by the adaptation policy in order to meet customers require-
ments; and managing the migration of cloud services.

The deployment can be managed in different ways depend-
ing on the type of service. For example, the deployment of an
application can be entirely managed by the broker composing
IaaS or CaaS resources. In case of SaaS, the deployment will
be directly managed by the service provider.

4.3. Migration

The Seamless Service Migration service provides tools
in support of the service migration.

Service migration can be explicitly requested by the
customer or can be suggested by the broker as adapta-
tion action. In both cases migration is governed by the
Seamless Service Migration process, implemented by
the Migration Manager component (part of the Service

Orchestration component). The Migration Manager is
supported by the Monitoring & Analytics component and
by the Legal Reasoner to assess the compliance of the mi-
gration with SLAs and legislation.

As discussed in the next section, seamless service migra-
tion is based on the assumption that applications and data use
portable and interoperable formats and technologies, like con-
tainers and container data volumes.

4.4. Legal Execution Framework

The forth group of services is the Legal Execution

Framework, which is composed of:

• The Alert Notification service, which notifies the
Broker Manager, the Cloud Service Provider and the Cus-
tomers about violations of legal-rules or about changes in
legislation that impact on functional and non-functional
requirements of cloud services.

• The Legal-rule Modeling service enables the de-
scription of law and processes. It is realized by
the Legal-rule Modeling & Knowledge Mgmt. pro-
cess, implemented by the application services Legal

Knowledge Manager and Legal Rule Modeler.

The Alert Notification is realized by the Legislation
Dynamic Mgmt. process and the Legal-rule Compliance

Checking processes, implemented by the Legal Reasoner

and the Legal Knowledge Manager application layer ser-
vices.

The Legal Reasoner is in charge of evaluating the legis-
lation compliance by means of legal reasoning engines (e.g.,
SPINdle [44]) and business process modeling. The approach
used is both for forward compliance checking [45] in order
to forestall violations and for backward compliance check-
ing [46, 47].

The Legal Rule Modeler service is essentially a set of
tools (e.g., RAWE [48] and LIME editor for rules) to describe
law and processes. Such tools are based on a set of XML
standards (e.g., Akoma Ntoso [49], LegalRuleML [50] and
LIME [51]).

The Legal Knowledge Manager application layer service
is in charge of constantly monitoring and analyzing the law and
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regulation landscape, by means of natural language processing
(NLP) tools and legal ontologies oriented to minimize the legal
sources modeling and also to improve the semantic Web query
on legal documents. This service will notify the Legislation
Dynamic Mgmt. in case of any legislation change.

4.5. Data Model

The broker components use and produce many data which
are stored in specific repositories. In the bottom of Figure 3 we
represent the main data objects. Data objects contain the infor-
mation needed to implement each business process. In what
follow we describe only the data object strictly related with
functionalities F1 - F4, that are Benchmark, SLA metrics,
Migration log and the Legal Knowledge.

The Benchmark data object is designed to represent all the
information needed to run the benchmark for scalability and in-
tegrity evaluation (e.g. the dataset for workload generation and
the benchmark configuration parameters) and the benchmark
results.

The SLA metrics data object is designed to represent the
list of metrics and the values for each metric and for each ser-
vice.

The Migration log data object is designed to represent all
the information monitored during a migration process, e.g. start
timestamp for the migration, peers active in the migration, data
successfully migrated, progress of the migration, errors, aborts.

The Legal Knowledge data object aggregates many data
objects that allow to represent the legislation and to assess leg-
islation compliance: Akoma Ntoso and LegalRule ML descrip-
tions of law, OWL ontologies, BPMN model description of le-
gal compliant business processes and the logs of run-time check
of legal rule compliance and dynamic legislation changes.

5. Design Choices

In the section, we discuss the main choices that we have faced
in designing the legal-rule and QoS-aware cloud service bro-
ker. As mentioned in Section 1, our analysis is focused only on
functionalities F1–F4 plus the cloud service deployment model.
Table 1 summarizes the solutions we adopt and the technologies
used to tackle our four design challenges.

5.1. Cloud Service Deployment Model

In the proposed architecture, the broker plays an active role in
the deployment phase of the cloud services subscribed by cus-
tomers, except for SaaS solutions. In our solution we assume
has the broker has the full control on the service deployment
process, since such approach offers many advantages. First, it
makes possible the activation of QoS monitoring agents and,
eventually, the initiation/implementation of reconfiguration ac-
tions to satisfy SLA and maintain legal-rule compliance. Sec-
ond, keeping separated the infrastructure and the container ser-
vices from the applications allows the broker to select the ap-
plication that best fits the customer requirements (both func-
tional and non functional ones) as well as the infrastructure on
which such application will be deployed that allows to match

non-functional requirements regarding the location of data and
computation, regulation, and standard compliance. The selec-
tion, composition, and orchestration of services can be either
human-assisted or automatic [14]. Third, it makes easy to no-
tify the legislation changes and the related corrective actions to
be taken to maintain compliance. Finally, the full control of the
broker permits to suspend an application or an infrastructure
service at any time, so the enforcement process of any policy
violation may be immediately taken.

TOSCA is our state of the art choice to enable this deploy-
ment model and the related benefits, since it provides a common
service description and orchestration format, independent from
the specific technology and vendor-neutral.

Application service providers willing to leverage the bro-
ker functionalities have to comply with the broker deployment
model and therefore have to offer containerized applications.
Until a standard for containers and their orchestration will not
clearly emerge from the ongoing work of standardization bod-
ies and groups, our brokering solution will rely on Docker and
Kubernetes, along with Cloudify.

5.2. Seamless Service Migration

The vendor lock-in is an essential issue in cloud computing,
mainly because there is no agreement on common standards
among cloud providers and/or because proprietary solutions are
often used. One of the goals of our cloud service broker is to
address the vendor lock-in problem by providing service porta-
bility and guaranteeing seamless service migration.

Portability is related both to services and data [52, 15]. Ser-
vice portability is intended as IaaS-to-IaaS (or CaaS-to-CaaS)
portability and is mainly concerned with the transferability of
the application from a computing environment to another. Data
portability aims at allowing the customer to migrate its data
independently from the application. While service portability
implies data portability, the vice-versa does not hold. Portabil-
ity not only is instrumental in avoiding vendor lock-in, but it
also allows to guarantee the continuity of the service in case the
cloud service provider goes bankrupt, and to guarantee optimal
service adaptation by means of service composition and service
migration.

Containers offer a partial solution for both service and data
portability and this is the technology we selected as enabler for
seamless service migration. Containers can be deployed in two
modes: container-on-VM that is, containers run on top of any
virtual machine (VM) provided by any cloud service provider;
or container-on-baremetal that is, containers run directly on
the server OS. The first approach allows to use consolidated
solutions for resource allocation and scaling, but vanishes the
lightweight nature of containers because of the double virtual-
ization layer. The second solution is supported by new OSs,
such as CoreOS. Our design choice does not impose a specific
container deployment approach, hence is up to the cloud service
provider to choose either for a container-on-vm or a container-
on-bare-metal solution.

Another facet of the migration problem is the orchestration
of containers. The orchestration logic has to be moved on the
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Table 1: Design challenges, design solutions and supporting technologies.

Design challenge Solution Supporting technologies
Cloud service deployment model Full control of the broker on IaaS/CaaS service deploy-

ment
TOSCA, Docker, Kubernetes,
Cloudify

Seamless service migration Container as for data and application portability; TOSCA
to define a portable model of orchestration logic

Monitoring A mix of push and pull monitoring models; ser-
vice providers should expose a Monitoring-as-a-Service
(MaaS) solution

Zabbix, Nagios, Prometheus,
YCSB, TPC-VMS, TPCx-HS,
TPCx-BB, BUNGEE

Legal-rule compliance checking; legislation
dynamic management

Modeling of law phase to populate the Legal Knowledge
base; Run-time checking phase based on the Legislation
Dynamic Management process

Eunomos, LIME, RAWE, SPIN-
dle, Regorus

IaaS/CaaS service provider. A solution to this problem can be
the adoption of TOSCA, that provides a way to define a portable
model of orchestration logic. Cloudify and Kubernetes are the
candidate technological solutions to the problem.

As regards data portability, Docker, which is the major im-
plementation of container technology, provides the Docker Vol-
umes, which are specialized containers intended for data man-
agement and keep all the nice features of portability of simple
containers.

5.3. QoS Monitoring

Monitoring is one of the main challenges in cloud (e.g., [53,
54]) and multi-cloud environments [55], that is the context in
which our cloud service broker operates. In [55] the authors
clearly state that a multi-cloud monitoring service should pro-
vide push-based and/or pull-based options.

In order to monitor QoS properties and assure the SLA fulfill-
ment, we select a combination of the pull-based and the push-
based model. The pull-based approach foresees that the broker
actively queries the deployed applications in order to obtain in-
formation about the QoS level and health status of the applica-
tion. The pull-based monitoring can be implemented in two dif-
ferent modes, that we call active and passive. The passive mode
foresees that the broker queries the service provider monitoring
system to get the required monitored metrics and events. In this
case, the main issue is the broker difficulty in customizing the
metrics. In the active mode, the service provider furnishes the
broker with a testing workload and proper benchmark tools and
the broker will periodically run tests to evaluate the applica-
tion performance and ensure SLA compliance. This approach
may be used to evaluate key and challenging properties of the
cloud environment, like elasticity [56] and consistency of data
storage [57], whose related metrics can be negotiated as service
level objectives (SLOs) in the SLA agreed with the consumers.
However, its main drawbacks are the additional traffic and load
it may impose on the service provider infrastructure and plat-
form; furthermore, the active mode is not truly at runtime, so
the detection of problematic event patterns and the subsequent
triggering of corrective adaptation actions may be delayed.

The push-based model foresees that the application and in-
frastructure providers monitor the QoS metrics specified in each

Figure 4: Detailed design of the Monitoring & Analytics component. The Data
Objects represent the metrics collected using the push-based approach (e.g., ser-
vice time, throughput, availability) and active pull-based approach (e.g., elas-
ticity, consistency).

SLA for each customer and actively push notifications regard-
ing the monitored metrics and events to the broker’s monitoring
server through real-time oriented communication. Essentially,
the service provider should expose a Monitoring-as-a-Service
(MaaS) solution.

In our broker we opt for a mix of push and pull models (see
Figure 4). The services are mainly monitored using a push-
based approach; this choice requires the service providers to
offer a MaaS service available at least for the broker. Active
pull-based measurements can be periodically taken by the bro-
ker to perform an audit of the quality of the measures provided
by the service provider MaaS. The audit is needed to establish
trustworthiness among the consumers and the providers (and
the broker itself).

The specific frameworks used for implementing the push-
based monitoring are selected by the cloud service providers.
Examples of frameworks are: Zabbix [58], Nagios [59], and
Prometheus [60]. Furthermore, major cloud providers have
their own customized monitoring systems. As regards the tools
and benchmarks to support pull-based monitoring it is difficult
to provide a comprehensive list because their choice depends on
the type of offered cloud service. For example, for NoSQL data
storage systems YCSB [61] is a popular benchmark tool that
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allows also to evaluate consistency. Performances of databases
running in virtualized environments can be also measured us-
ing the TPC-VMS suite [62], while TPCx-HS [63] and TPCx-
BB [64] can be used to benchmark Hadoop run-time, Hadoop
Filesystem API compatible systems, and MapReduce layers.
As regards elasticity, BUNGEE [65] is a tool for benchmark-
ing the elasticity of IaaS cloud services.

Details about the Monitoring & Analytics component
and the related data objects are represented in Figure 4. The
component accesses the service provider API that are split
in: push-based monitoring API (the MaaS), to get QoS met-
rics measurements, and active pull-based monitoring interfaces,
to measure metrics such as elasticity and consistency of data
stores, or simply measure performances for audit purposes.
Monitored data are stored into corresponding data objects, one
for each metric (a small example is provided) for online and
off-line processing by the Analyzer and the Auditor.

5.4. Legal-rule Compliance Checking and Legislation Dy-
namic Management

The legal compliance checking life cycle is based on two
main phases (see Figure 5), the Modeling phase and the Run-
time phase, that are two parallel and interacting processes. The
first can be triggered by the legal experts or by the run-time
phase process, while the latter uses the output of the modeling
phase that is, the legal rules.

In the Modeling phase, as soon as a new command is in-
troduced by law (e.g., new informed consent procedure, new
archiving method), the models of the business processes that
are regulating all the cloud services should be refined accord-
ing to this modification. The legal knowledge resources where
to discover obligations, permissions, rights, prohibitions, penal-
ties, and reparations are mainly the law, the contracts, and the
case-law documents.

In the Run-time phase the cloud service broker (and cloud
service providers joining the marketplace) must invoke the
Legislation Dynamic Management process that uses the Legal
Knowledge Base for checking if the specific service requested
is lawful and policy compliant (cf. Figure 5). This mechanism
could be used when a service customer requires a service (for-
ward) or after the service delivery in order to check a possible
not eligible behavior (backward). This double approach per-
mits either to avoid the violation of the legal provisions before
the service delivery, from the beginning of the system opera-
tion, or to repair a possible violation after the delivery of the
service.

Backward and forward legal compliance checking are inte-
grated with business process modeling and are modeled adopt-
ing a legal-by-design approach. Backward legal compliance
checking detects the violation after that the process is activated.
It is an ex-post analysis of the log file for detecting if some-
thing was not properly managed. The cloud service providers
should pass to the business process modeling engine all the
events as log file. The Forward legal compliance checking ap-
proach allows to verify the compliance checking both in the de-
sign/modeling phase and in the run-time phase. This permits in
the design/modeling phase to define correct business processes

Figure 5: Interaction between the legal-rule compliance checking and legisla-
tion dynamic management processes.

according to the law regulations and in the run-time phase to
prevent the violation of the law.

In both backward and forward approaches the steps of the
life cycle are the following (cf. Figure 5):

1. A legal expert selects resources (all the legislation, reg-
ulation, policy, contract, case-law) pertinent with the ap-
plication domain (e.g., all the privacy regulation) using a
particular tool called Eunomos [66].

2. A legal knowledge engineer provides the first core of le-
gal domain ontology of the domain (e.g., privacy, digital
identification, cloud computing, etc.).

3. The computational linguists and the engineers tune the
NLP tools on the base of the language of the legal doc-
uments.

4. Using the web specialized editors LIME and RAWE, the
legal expert models the text transforming it into legal rules
by using deontic and defeasible logic. In this phase the
editors are supported by NLP tools and by legal ontology.

5. The legal engine SPINdle produces the compliance check-
ing with the existing business processes that represent the
cloud computing services. In this phase, requests are re-
ceived from the broker to check the compliance of aggre-
gated and mediated services, both in the on-boarding and
in the evolution phase.

6. The legal compliance checking module Regorus [67] pro-
vides a report about the business processes not in line with
the law. The report produces a list for priority, of justifica-
tions and evidence, of the legal original text related to. The
report includes also some possible solutions for correcting
the business process that breaks the law (e.g., introduce a
new consent module, a new information web page). Right
now the report is validated by a legal experts in the LIME
editor in order to propagate the correct rule. The main
challenge in this research is to automate this phase pro-
ducing a report that will feed directly the broker modules
in charge of adapting the services.

7. Periodically, the Eunomos crawler detects the
law/regulation changes. New law or fragment of
law/regulation/legal material is detected and the NLP
tools extract from the new law the modifications that
are applied to the existing legal documents database for
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producing the updated version. A new updated legal
ontology is produced using learning ontology techniques
and the rules affected by the modifications are easily
retrieved by the legal rule base and the legal knowledge
expert tunes them using RAWE editor.

Steps 1-4 characterize the preparatory modeling phase, while
steps 5-7 describe the run-time query phase and are cyclically
repeated.

6. Research Challenges

Notwithstanding the solutions that we have selected to tackle
the design challenges, there are some research challenges and
open issues that call for an effort from the scientific community.
Table 2 summarizes, for each research area of our interest, the
research challenges and the state of the art solutions.

6.1. Deployment and Migration of Services
The service deployment and seamless service migration are

two strictly related research and technological challenges. In-
deed, the choice of a specific deployment model impacts on the
selection of proper models and technologies to enable portabil-
ity (and vice-versa).

Portability, intended as both service portability and data
portability, is a hot research topic in cloud computing [52, 15].
Different approaches have been proposed so far: middleware
based solutions, e.g., [68] and the mOSAIC platform [25]; soft-
ware engineering approaches, e.g., [69]; semantic approaches,
e.g. [70]; and containers [71, 72], that are the focus of our paper.

The cloud industry recognizes containers as a new and
promising solution for service portability, but the landscape
is still fragmented despite the increasing adoption and support
across major cloud providers. The Docker project has served to
make the Docker image format a de facto standard for many
purposes. However, this is only a first step toward a more
standardization framework. In 2015, the Open Container Ini-
tiative [73] was founded with the aim of defining a more for-
mal, open, industry specification and standardization of the
container’s runtime and format. Such specification should be
not bound to higher level constructs, such as a particular client
or orchestration stack, not tightly associated with any particular
vendor or project, and portable across a wide variety of oper-
ating systems, hardware, CPU architectures, public clouds. It
would enable portability across compliant runtimes, and pro-
vide a robust stand-alone runtime that can directly consume the
specification and run a container. Unfortunately, the standard-
ization process is still at its early stage.

Another issue concerning the wide adoption of containers as
a portability standard is the fragmented landscape of orchestra-
tion frameworks, as observed in [74]. Cloudify and Kubernetes
are the main TOSCA compliant implementations that allow the
orchestration of Docker containers. However, how to execute
and orchestrate containers in a distributed environment without
leveraging on hypervisors is still an open issue. Core OS is a
first step toward this direction, but it is a young solution and
again it is affected by the standardization problem.

6.2. Monitoring of Cloud Services

QoS monitoring in horizontal (i.e., multi-cloud) and verti-
cal (i.e., cross-layer) dimensions of cloud architectures present
many challenges [55]. The monitoring system should be capa-
ble to accept data from multiple heterogeneous sources and data
should be represented in standard formats. The monitoring sys-
tem should be scalable to cope with a large number of services
to be monitored in near-real time and the services could be de-
ployed on geographically distributed systems. The monitoring
infrastructure itself should rely on a cloud infrastructure so to
elastically scale. Moreover, data stream processing and com-
plex event processing techniques can be leveraged to extract in
real-time aggregated metrics from the large volume of detailed
monitoring data and perform their analysis.

While the monitoring at the infrastructure layer is a mature
field, the monitoring at the application layer requires further in-
vestigation. A first issue is determined by the need to observe
applications independently from the infrastructure in use and
aggregate QoS data from distributed application components
that can be spread among multiple clouds. Another issue is re-
lated to the correlation and integration of cross-layer monitored
data, that come from the application layer and the underlying
platform and infrastructure layers, also considering that mon-
itorable information at the lower layers could be limited, es-
pecially in public clouds. Some research efforts have recently
explored this direction. CLAMBS is an application monitoring
and benchmarking as-a-service framework proposed in [75]; it
enables QoS monitoring and benchmarking of cloud applica-
tion components hosted on multiple clouds and across multi-
ple cloud layers. The Ceiloesper framework presented in [76]
has the goal to combine together cross-layer cloud monitoring
and data stream analysis techniques. The Smart CloudMonitor
in [77] is a performance monitoring tool that provides cross-
layer performance monitoring capabilities by capturing both the
application performance and the infrastructure performance.

In our reference scenario, where cloud service providers ex-
pose Monitoring-as-a-Service solutions, there is also the chal-
lenge to allow the definition of customizable metrics according
to the broker and consumers’ needs. Finally, trust and security
issues related to monitoring are still two open issues.

A further challenge which is independent of the inter-cloud
scenario is the monitoring of containers, that includes moni-
toring of the containerized environment (i.e., of the applica-
tion) and monitoring of the container engine/platform. Moni-
toring techniques and tools used for the operating system and
application levels do not allow to catch a wide range of QoS
metrics and health state metrics for containers. Docker of-
fers the docker stat command that returns CPU and mem-
ory utilization for each running container. More detailed CPU,
memory and network statistics can be accessed through the
/containers/(id)/stats API. In [78] the authors modify
Docker and Docker Swarm in order to monitor the I/O capacity
and utilization of the containers with the goal of controlling the
QoS level of a Docker cluster.

Finally, the evaluation of key cloud QoS properties such
as elasticity is an open challenge for hypervisor-based cloud
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Table 2: Research challenges and state of the art solutions.

Research area Research challenges State of the art solutions

Cloud broker service deployment,
seamless cloud service migration

Service portability [52, 15, 68, 25, 69, 70, 71, 72]
Standard container format and data volume [73, 34]
Container orchestration [74, 39, 35, 17]

Cloud service monitoring

Application level monitoring [75]
Cross-layer monitoring [76, 77]
Container monitoring [78]
Elasticity monitoring [79, 80, 56, 79, 81]
Data consistency [57]

Legal-rule compliance checking
Scalable and run-time legal reasoning [82]
Multilingual access and management of legal con-
cepts management

[83, 84, 85]

platforms and a completely unexplored field for operating sys-
tem/application level virtualization.

Elasticity, which denotes the capability of autonomously
adapting the system capacity to workload changes as exact, fast
and cheap as possible, is a complex metric because it embeds
multiple components, that is scalability, accuracy, time, and
cost [79]. In addition, a plethora of factors may affect the elas-
ticity provided by a system and there is not a simple and easy
way to quantify this key performance indicator, which should
be agnostic with respect to the measured system (e.g., no as-
sumptions about the infrastructure, the technologies and strate-
gies used for providing elasticity). Notwithstanding the recent
research works in the literature devoted to the definition of elas-
ticity metrics, e.g., [80, 56, 79, 81], it appears to us that there
is not yet a mature representative metric that can be easily and
unanimously adopted in the real reference scenario where our
broker should operate. In addition, we observe that, to the best
of our knowledge, no public cloud provider specifies some elas-
ticity metric as SLO in its offered SLA.

Besides elasticity, another example of advanced QoS prop-
erty which is of interest when using storage cloud services is
data consistency [57]. In the cloud scenario, where storage sys-
tems tend to adopt the eventual consistency model, which re-
laxes consistency guarantees in favor of availability and latency
tradeoffs as required by the CAP theorem, the runtime monitor-
ing of the consistency level (and of the degree of inconsistency)
cannot be neglected. Indeed, consistency guarantees offered by
the storage system impacts on the design and performance of
applications that rely on them.

6.3. Legal Rule Compliance Checking and Management
One of the most relevant challenges that arise in the defini-

tion of the Legal Execution Framework of the proposed bro-
ker is how to manage legal concepts in different languages [83,
84, 85], the interpretation level, and the interface modules for
permitting human experts to take the final decisions. Further-
more, the large number of legal rules stresses the Legal Rea-
soner module and requires to define smart solutions for provid-
ing reasonable answers to real-time queries coming both from
the service providers and consumers. To this end, parallel rea-
soning approaches can be considered [82].

7. Conclusions

In this paper we have proposed the detailed design of a legal-
rule and QoS-aware cloud service broker and explored some
research challenges that arise from its design. The main open
issues from our analysis can be summarized as follows.

Technologies and de-facto standards for service portability
are exiting from their infancy stage, but are not yet mature and
widely adopted, especially in public clouds. Specifically, the
standardization of container technologies and the orchestration
of containers in a large-scale distributed environment represent
the main open issues.

QoS assessment relies on QoS monitoring and analysis. We
have explored the monitoring issues and some main challenges
have emerged: monitoring of containers and assessment of key
cloud QoS properties, such as elasticity and consistency pro-
vided by data storage systems. QoS monitoring techniques for
containers are in their infancy and operating system level mon-
itoring tools cannot be successfully applied. Furthermore, the
trend towards the design of applications that use microservices
running as containerized processes can exacerbate the complex-
ity of monitoring, because the number of application compo-
nents to be monitored will largely increase and these compo-
nents could be deployed across geographically distributed data
centers. Monitoring and assessment of key cloud properties
such as elasticity and consistency still represent an open issue:
notwithstanding the increasing amount of recent research ef-
forts on the definition of related metrics and benchmarks, there
is not yet a standard and largely adopted solution.

The runtime adaptation continues to be a challenging is-
sue [86]. Although the large amount of research work con-
ducted in the last fifteen years from the field of autonomic com-
puting in the areas of service-oriented and cloud systems and
services and the promising results therein obtained, the large-
scale heterogeneous and multi-layered cloud environment in
which the Cloud service broker will operate introduces deeply
challenging problems for the design of effective runtime adap-
tation techniques.

Models and tools for legal compliance checking and man-
agement are available but they are still fragmented and not ac-
cessible as a unique framework, and here the main challenge

12



is to deal with different legal tradition sources, legal concepts
in different languages, the interpretation level and the interface
module for permitting the final decision by human experts.
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